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PARAMETRIC INTERACTION OF COUNTER 
WAVES AT HIGH AND LOW-FREQUENCY 
PUMPING 
1SH.A. SHAMILOVA,1 R. J. KASUMOVA  
1Baku State University, Baku,Azerbaijan 
Shahla_shamilova@mail.ru 

Abstract. In this paper, taking into account the phase effects, the parametric interaction of waves with low-frequency 
and high-frequency pumping in a quadratic medium, which is the "left-handed" for the signal wave, is 
compared. The parameters of the efficiency of the frequency conversion of a signal wave in a nonlinear medium and the 
amplification factor of a signal wave are considered. 

Key words: Negative refractive index, parametric interaction, constant-intensity approximation 

1. Introduction

The growth interest to the processes of parametric interaction of optical waves is due to the successes achieved in 
recent years in the development and creation of media with a negative refractive index (NIM-negative index 
metamaterials) in the microwave and optical frequency bands [1,2] of electromagnetic radiation. The creation of a 
resonator-free parametric light generator, amplifiers and generators of the optical and microwave ranges of 
electromagnetic radiation, gives the perspective, in a practical way, to use the phenomenon of parametric interaction. The 
next stage was the use of the latest advances in nanoplasmonics, namely the results of an investigation of the 
electromagnetic field around localized plasmons. The injection of plasmon metals, near the resonances of which the 
nonlinearity increases sharply, into the dielectric structure, leads to a significant concentration of the electromagnetic field 
around the plasmon nanoparticles. The ability of plasmon nanoparticles to accumulate large electric fields around them 
allowed the authors [3] to report on overcoming large losses in corresponding structures.  

One of the attractive characteristic of these materials is the possibility of providing both a positive and negative 
value of the real part of the refractive index of a nonlinear medium (i.e. simultaneously negative values of the dielectric 
permittivity and magnetic of permeability) but for different frequency ranges within the same structure. Due to the 
frequency dispersion in the left nonlinear medium, a backward wave arises. This creates conditions for the interaction of 
counter waves. In this sense, the metamaterial provides distributed feedback. Hence it can be said that the metamaterial 
provides a positive feedback, which is distributed throughout the length of the metamaterial and is manifested through the 
parametric interaction of waves. 

The study of phase effects in three-wave parametric interaction in metamaterials is the goal of this paper. Namely, 
in the work with allowance for the phase effects, the parametric interaction of the waves is compared for low-frequency 
(LF) [4] and high-frequency pumping (HF) [5] in a quadratic medium. The parameters of the efficiency of the frequency 
conversion of a signal wave in a nonlinear medium and the amplification factor of a signal wave are considered. The 
values of the total length of the metamaterial are calculated at which a significant amplification of the signal wave, leading 
to the parametric generation of the signal wave, is possible. 

2. Theory and methods

2.1 Methods

At present, a theoretical study of nonlinear optical interaction in such artificial structures is at the stage of 
studying both experimental and theoretical in the constant-field approximation [6, 7]. But in our work to investigate the 
parametric interaction we use the method, constant-intensity approximation. We assume that the energy flux of the idler 
wave and the pump waves S2,3 fall normally on the left side surface of the metamaterial and propagate along the positive 
direction of the axis. Hence the transfer of energy of the signal wave, for which the medium is "left-handed ", occurs in the 
opposite direction. 

2.2 Theory 

We assume that the medium is “left-handed” at the frequency  of signal wave only and positive for  and . 
In the case of negative values of dielectric permittivity and magnetic permeability at fundamental frequency  (signal 
wave) as well as positive values at frequencies  (idler wave), (pump wave) the system of equations describing three 
wave interactions is given by [8] for high frequency pump, i.e, 
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Here 3,2,1A  are the complex amplitudes of interacting waves, jδ  are the coefficients of linear absorption for

corresponding frequencies jω  (j=1-3), γ1, γ2 , γ3 indicate nonlinear coupling coefficients,  is the effective quadratic 

susceptibility of medium and ∆=k3-k2-k1 ( HF) , ∆=k1-k2-k3  (LF) are the phase mismatches between interacting waves at 
which take place effective pumping of energy from fundamental and idler waves to signal wave. 
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input into nonlinear medium from the right ( ) we get following expression for the complex amplitude )(1 zA  of

backward wave when it propagates from the right to the left in nonlinear medium )0( =jδ for LF and HF pumping
correspondently: 

,sin
2

cos)( )(302012
1

3020













 ∆

⋅−+⋅= +
∆

−
ziCeAAizCezA i

zi

λ
λλ

γλ ϕϕ (3) 

( )















−+

+
+

=
+

∆
−∆

zazibz
bi

eAaezA
iLizi

λλλ
λλ

λ
ϕ

coscossin
cossin

cos)(
12

12
1






 (4) 

Here C, a and b- are coefficients which were introduced to simplify the derivation of expressions. The obtained 
analytical expression (3) makes it possible to analyze the process of nonlinear interaction in a metamaterial in the general 
case when all three waves are present at the input, from the right and left side of the medium.  

2.3 Optimal phase mismatches 

In the equations (3) and (4) there is a parameter λ which is determined for HF and LF correspondently in the 
following way: 
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And because of 23 Γ>Γ  from these equations follow the minimum allowable value of phase mismatches between 
interacting waves, when the radical expression is positive and, as a consequence, the parameter takes real values 
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in the case of law frequency pumping. Considering HF pumping there is no such restriction, since by definition 23 Γ>Γ . 
As a consequence, under high-frequency pumping, the radicand remains positive for any values of the phase mismatching 
up to zero. 

2.4 The efficiency of frequency conversion of the signal wave 

In order to describe the dynamic of the process of conversion efficiency in NIM for LF and HF pumping it is 
necessary to introduce parameter such as the efficiency of frequency conversion of the signal wave in the medium of 
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The obtained expressions are similar to each other. The difference is only in the value of the parameter  λ , which 
significantly distinguishes the dynamics of processes with low-frequency and high-frequency pumping. 

2.5 The amplification coefficient of signal wave 

Another important parameter describing the process of amplification in a metamaterial is the amplification 
coefficient of signal wave at the output of the metamaterial, which has the meaning of the transmittance. This factor is 
determined by the following expression: 
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3. Results and discussion

Below we present the results of a numerical analysis of the obtained analytical expressions. First, let us analyse, 
according to (5), the efficiency of the energy conversion of two direct waves –the pump and idler waves–into the energy of 
the backward signal wave. 

Figure 1 shows the behavior of η1 as a function of the total length of the metamaterial for different phase 
detunings and intensities of the idler wave at the input to the metamaterial in the constant-intensity approximation. Here, 
the dotted curves illustrate the results of the calculation in the constant-field approximation. For each phase detuning 
value, there is an optimal value of the total length of the metamaterial, at which the conversion efficiency is maximal. As 
the phase detuning increases, the amplitude of the oscillations decreases, and their frequency increases [curves (1) and 
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(2)].With an increase in the input intensity of the idler wave, one can observe an increase in the conversion efficiency 
[curves (1) and (4)] and a shift of the maxima and minima of the oscillations for solid curves obtained in the constant-
intensity approximation. When the input intensity of the idler wave is increased by three times, the conversion efficiency 
also increases almost threefold, from 4.4 % to 13 %.  

Fig. 1. Dependences of the conversion efficiency into the signal wave on the total length  of the metamaterial, obtained in the 
constant-intensity approximation for I1l = 0, Γ3 = 1 sm–1 at ∆ = (1,4) 3,  (2) 2.5 and (3) 2.097688 sm–1, and  I20/I30 = (1–

3) 0.1 and (4) 0.3.

Figure 2 shows the dependence of the amplification factor of the signal wave at the output of the metamaterial, on 
the total length of the metamaterial l, in the absence of the idler wave at the input. There are two groups of dependences. 
When the phase detuning between the interacting waves is greater than the minimum allowable value, the curves oscillate 
[curves (3–5)]. Otherwise, the dependences are determined by the behavior of the hyperbolic sine and cosine functions, 
and there are no oscillations [curves (1) and (2)]. With increasing phase detuning, the frequency of oscillations increases, 
and the depth of modulation decrease. 

On the figure 3 are shown the dependence of the amplification factor for the input signal-wave intensities I20 /I30 
= 0.1 and 0.2 [curves (1–4)].  
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Fig. 2. Dependences of the amplification factor on  the total length l of the metamaterial for I20 = 0 and Γ3 = 1 cm–1 at ∆ 
=  (1) 0, (2) 2.05, (3) 2.1, (4) 2.5 and (5) 3 sm–1.  

Fig. 3. Dependence of the conversion efficiency into the signal waveon the pump power for I1l = 0 at I20/I30 = (1–3) 0.1 and 
(4) 0.2 for ∆ = (3) 5, (2,4) 5.5 and (3) 6 sm–1.

As follows from the behavior of the dependences, the amplification factor at the output on the left of the 
metamaterial I1(z = 0) doubles [curves (2), (4)] with increasing signal-wave intensity I1l at the input (on the right) by two 
times at an optimum pump power of 2.85 W. Hence, by choosing a higher intensity of the backward wave at the input of 
the metamaterial, it is possible to realize a more intense signal wave at the output from it. Hence, by choosing a higher 
intensity of the backward wave at the input of the metamaterial, it is possible to realize a more intense signal wave at the 
output from it. 
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Results of calculation of 201 /)0( IzI = ) for three different levels of input intensity of a signal wave

5.0;3.0;1.0/ 201 =II   are presented in Fig.4 (curves 1-3). As it follows from behavior of dependences, with increase in 
input (from the right side of metamaterial) intensity as five times, the output amplification factor in the left 
side, )0(1 =zI , of metamaterial increases nearly as twice (wherein optimum value of pump power equals 4 W). Hence, 
one can achieve more intense signal of reverse wave at the exit of metamaterial by choosing larger input value for reverse 
(signal) wave. 

Fig. 4. Dependence of conversion efficiency in the signal wave, on the power of the pump wave for total length of metamaterial  =2 cm, 

2/∆ =2.6 at =201 / II  0.1 (curve 1), 0.3 (curve 2), and 0.5 (curve 3).

4. Conclusion

With allowance for the phase effects, we have considered parametric interaction of waves under low-frequency 
high-frequency pumping in a quadratic medium, which is ‘left-handed’ for the signal wave. After a single pass of the 
metamaterial as a result of parametric interaction of waves, it is possible to achieve the constancy of the amplitude of the 
signal wave by traveling waves when a certain threshold condition for the parameters of the problem. The optimal values 
of the pump intensity, the total length of the metamaterial and the phase detuning have been determined, which make it 
possible to obtain a maximum of the conversion at the required frequency. The possibility of compensation of losses of the 
reverse signal wave, due to the loss of direct waves. In addition, it is possible to realize smooth frequency tuning of the 
parametric converter at considerable pump- and idler-wave intensities. It is obtained that the efficiency of the process of 
amplification of the signal wave is higher, the bigger the ratio of the intensity levels of the idler and signal waves at the 
entrance to the metamaterial. 
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INFLUENCE OF COLD-ROLLED PLASTIC 
DEFORMATION ON THE DEFECTIVE STRUCTURE 
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Introduction 

The presence of defects in metals and alloys has a strong negative impact on their physicochemical and mechanical 
properties. Theoretical calculations are mainly used at studying various types of defects, which are limited only to studying 
the energy of their formation and do not consider such processes as kinetics, mechanisms of formation and evolution. At 
the same time, a limited number of methods exist for studying these phenomena and processes in defect formation. 
However, the most effective and sensitive methods for identifying various kinds of defects are the methods of positron 
spectroscopy. These methods allow us to determine not only the type and concentration of defects, but in additional their 
chemical environment [1]. 

However, in order to obtain a quantitative and qualitative estimation of the number of defects by positron 
spectroscopy, additional information is needed on the base defects and their effect on the characteristics of positron 
annihilation. In this work, a titanium TI-6AL-4V alloy was chosen as the material for the study, since this material has 
found its wide application in the aircraft industry, and the study of the process of formation of various imperfections of the 
crystal structure in this alloy is still relevant. 

In this work, the method of cold-rolled plastic deformation was used to create predominantly dislocation defects. 
Analysis of the time distribution of positron annihilation and coincidences of the Doppler broadening of the annihilation 
line was used to analyze the defects, which will allow us to establish the regularities of the change in the annihilation 
characteristics from the dislocation density, as well as the effect of impurities and alloying elements [1]. 

Taking into account all aforesaid, the aim of this work is the investigation of the effect of plastic deformation on the 
defect structure of titanium TI-6AL-4V alloy. 

To achieve this goal, the following tasks were formulated: 
1. Study of the structure and properties of titanium TI-6AL-4V alloy in various states (initial, after vacuum annealing,
with different degrees of deformation during rolling);
2. Attestation of the structure and properties of samples after deformation by optical microscopy, X-ray diffraction
analysis, electron-positron annihilation;
3. Establishment of correlation dependencies between the types of defects and their concentration and annihilation
characteristics for titanium TI-6AL-4V alloy;
4. Determination of the minimum temperature of the start of thermal annealing of defects formed in the course of rolling
in titanium TI-6AL-4V alloy.

1. Materials and methods of research

The material used was a titanium alloy (Ti-6Al-4V) of round shape, 10 mm in diameter and 4 mm in height. All 
surface defects (dents, coarse scratches, etc.) were removed as a result of mechanical surface treatment using sandpaper 
with ISO-6344 600, 1500, 2000 and 2500 markings and polishing using diamond paste. To remove rolling defects and 
remove internal microstresses, high-temperature vacuum annealing was performed at a temperature of 850 °C for 10 hours 
[2]. To obtain a different degree of deformation in the samples studied, mechanical rolling was carried out using a 
mechanical mill. To reveal the structure of the material, etching was carried out in acid solutions: 92 ml of H2O, 6 ml of 
HNO3, 2 ml of HF [3] and 15 ml of HF, 85 ml of H2O [4]. The surface is one of the fundamental details in the study of the 
material and the metallographic analysis, and the roughness control was carried out on the Hommel Tester T1000. The 
roughness of the initial samples was Ra = 0.03 μm. Using a metallographic inverted microscope METAM LB, a surface 
survey was performed. X-ray diffraction analysis was performed using a Shimadzu XRD-7000S diffractometer. Analysis 
of electron-positron annihilation (EPA) was carried out on a spectrometer developed at the Tomsk Polytechnic University. 

Discussion 

Figure 1 shows the microstructure of a titanium alloy after high-temperature vacuum annealing. 
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A b 
Figure 1 – Microstructure (a) and histogram of grain size distribution (b) of titanium TI-6AL-4V alloy after high-temperature 

vacuum annealing 

The microstructure of the samples after annealing (Fig. 1a) is represented by nonuniform globular grains. The 
average size is from 7 to 14 microns (Figure 1b). 

To obtain a dislocation type of defects, cold-rolled plastic deformation was performed to various degrees of 
deformation. Before the plastic deformation, the alloy was subjected to high-temperature vacuum annealing before 
removal of internal microstresses and removal of defects. 

Below are the photographs of the microstructure of the titanium alloy after rolling and the histogram of the grain 
size distribution. 

Figures 2a and 3a show microstructures of a titanium alloy after cold-rolled plastic deformation of a minimum 
(0.8%) and a maximum (11.9%) degree of deformation, respectively. 

A b 
Figure 2 – Microstructure (a) and histogram of grain size distribution (b) of titanium TI-6AL-4V alloy after cold-rolled plastic 

deformation to 0.8% 

Plastic deformation up to 0.8% does not lead to significant changes in the microstructure (Fig. 2a). There is no 
visible stretching of grains along the rolling line. There is an insignificant decrease in grain size. The average grain size of 
the titanium alloy after cold-rolled plastic deformation to 0.8% is 8 to 13 μm (Fig. 2b). 

A b 
Figure 3 – Microstructure (a) and histogram of grain size distribution (b) of titanium TI-6AL-4V alloy after cold-rolled plastic 

deformation to 11.9% 
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From the presented photograph of the microstructure of the titanium alloy after plastic deformation up to 11.9%, it 
can be seen that the shape of the grain changes. It becomes stretched along the rolling line (Fig. 3a). The average grain size 
varies from 8 to 15 μm (Fig. 3b). 

X-ray diffraction analysis of titanium TI-6AL-4V alloy after cold-rolled plastic deformation was performed (Fig.
4). 

Figure 4 – Diffraction pattern of titanium TI-6AL-4V alloy after plastic deformation from 0.8 to 11.9% 

From the data presented, it can be seen that there is a slight increase in the intensity of the reflections in the (002) 
direction with a deformation rate of 11.9%, in contrast to the initial material after high-temperature vacuum annealing. It 
should also be noted that there is a slight shift in the position of the reflexes relative to the original sample after high-
temperature vacuum annealing. 

The dislocation density was calculated by the method, which is described in detail in [5]. The results of the 
calculation are presented in Table 1. 

Table 1. Results of calculation of the region of coherent scattering, internal elastic stresses of the second kind, and dislocation 
density 

Degree of deformation, % Region of coherent scattering, 
 

Internal elastic stresses of the 
  

ρ·1014, m-2 

0 116 0.00161 0.34 

0.8 145 0.00363 1.30 

2.7 146 0.00573 2.54 

3 454 0.00648 2.85 

6.8 93 0.00688 3.84 

11.9 58 0.0113 5.75 

Figure 5 shows the dependence of the average lifetime on the degree of deformation of the titanium alloy. This 
dependence was obtained as a result of electron-positron annihilation analysis.  

The nature of the presented dependence indicates the saturation of positrons by predominantly dislocation types of 
defects after a degree of deformation of 3%. It should be noted that from the results obtained, the average lifetime of a 
positron in dislocation types of defects corresponds to ≈175 ÷ 180 ps. 

Figure 5 – Dependence of the average lifetime of positrons on the degree of deformation of a titanium TI-6AL-4V alloy. 
Standard deviation is 1,36×10-4 
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Conclusion 

In the present work, the effect of cold-rolled plastic deformation on the defect structure of titanium TI-6AL-4V 
alloy was investigated. It was found: 
1. Cold-rolled plastic deformation in the range from 0.8 to 11.9% does not significantly affect the average grain size of
titanium TI-6AL-4V alloy;
2. With an increase in the degree of deformation from 0.8 to 11.9%, the dislocation density increases by a factor of 17 as
compared with the initial material;
3. With an increase in the degree of deformation from 0.8 to 11.9%, the electron density in the defect flow area decreases
and the free volume increases.
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Abstract. The effect of additives of some lanthanides - erbium and dysprosium in the structure of InSe single crystals on 
the dependence of the brightness of electroluminescent radiation on the temperature and electric field intensity was studied 
experimentally, based on statistical analysis, a qualitative scientific substantiation of the results obtained.  

Key words: Radiation, injection, brightness, spectrum, quenching of temperature, photoconductivity, recombination centers, capture 
centers. 

1. Introduction

Development of optoelectronics as one of the new and promising areas of modern electronics requires the creation
of new semiconductor materials with high photosensitive, electroluminescent and, as well as an extensive research of their 
physical properties. In this aspect one of the attractive materials for researches are InSe single crystals [1]. As a result of 
experimental researches conducted to date, the existence of different types of local levels [2] of different origin and 
properties has been revealed in the band gap of these crystals [3]. In many cases precisely because of the existence in the 
band gap of local energy levels of a given type, InSe single crystals exhibit physical properties of scientific and practical 
interest [4, 5]. The phase inhomogeneity of InSe single crystals due to their layered crystal structure, as well as the weak 
coupling between the layers, adds to these properties additional interesting shades that are not inherent in quasi- ordered 
crystalline semiconductors [6-9]. 

Despite the researches of electroluminescent characteristics conducted in InSe single crystals so far, most of these 
researches were carried out either under conditions of complete elimination of the phase inhomogeneity of these crystals or 
under conditions of its complete presence, but its negative effect on electronic processes was replaced by the influence of 
various external factors. Intracrystalline factors, in particular, the phenomenon of electroluminescence in InSe single 
crystals under conditions of matching such a disorder by means of additives, have been explored insufficiently 

On the other hand, it is known that, in terms of their physical mechanisms, the phenomena of electroluminescence 
and photoconductivity in semiconductors, although related to the electronic processes taking place in opposite directions, 
but in the same semiconductor material they both proceed depending on the various defects there. 

Therefore, in the same crystal, on average, the presence of both phenomena is possible. For this reason, the 
determination of the phenomena of electroluminescence and photoconductivity in a semiconductor and a complex research 
of their characteristics in a single sample is of scientific and practical interest. Taking into account the foregoing, the 
present paper carried out a joint research of certain features of the phenomena of electroluminescence and 
photoconductivity in n-InSe single crystals doped with dysprosium and erbium. 

2. Method and experiment

In the article, researches were made of dependence of the luminescent brightness (Bλ) on temperature (T) and
voltage (U) (fig. 1), the dark current (iq) of the Volt-Ampere characteristic (fig. 2), and also the exclusive dependence of 
the negative photoconductivity and infrared photoconductivity quenching [2] on the temperature in pure and weakly doped 
rare-earth elements (dysprosium - Dy and erbium - Er, N≤10-1 at.%) n-InSe single crystals (fig. 3).  

Figure 1. Dependence of brightness of electrolyuminescence radiation from temperature in pure (1) 
n-InSe single crystalls and doped by Er in a different range (2-4) N, at.%: 1 - 0; 2 - 10-5; 3 - 10-3; 4 - 10-1.
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The single crystal samples used in the experiments were obtained in vacuum-tempered quartz ampoules in a special 
temperature regime by the joint alloy method and the synthesis of constituent components taken in the stoichiometric 
proportion. And their doping was carried out by adding a certain amount of dysprosium to the single crystal immediately 
before the synthesis process. For this purpose, granular selenium, indium metal and crushed additives of Dy and Er 
elements of 99% purity were used InSe monocrystals were grown by the Bridgman method. 

Figure 2. Volt-Amper (1, 2) and Volt-bright (3, 4) characteristics in n-InSe single crystalls, doped by Er in a different 
range.N, at.%: 1, 3 - 10-3; 2, 4 - 10-1;T=77K. 

The n-InSe monocrystals, doped with rare-earth metals (irrespective of their quantitative ratio) obtained in this way 
in different amounts, like pure single crystals, consist of separate natural layers (several Å thick) along the length of the 
sample, which can be easily separated from each other. In large doped samples of single crystals, as in pure ones, the 
surface of the separating layers is mirror-smooth, has high resistance to the environment and chemical influence. Both in 
pure and in doped in different quantitative ratio rare-earth metals single crystals (10-5; 10-4; 10-3; 5⋅10-3; 10-2; 10-1 at.%), the 
cut off samples have n-conductivity. 

In n-InSe single crystals alloyed to various degrees by rare-earth metals, at 300 K, the specific dark resistance is 
ρto≈102÷106 Ohm⋅cm, concentration of free charge particles and their mobility is no≈1014÷1016cm-3 və µo≈50÷500cm2⁄V⋅s 
respectively. When the temperature is lowered to 77 K, the indicated parameters acquire the following values: 
ρto≥104÷108Ohm⋅cm; no≤1013÷1014cm-3; µo≤30÷40cm2⁄V⋅s respectively. Type conductivity of the tested samples in 
accordance with termoe.h.q., and the concentration of the main charge particles and their mobility (taking into account the 
experimental results obtained in research of currents bounded by the space charge) were determined on the basis of the 
Lambert theory [10, 11].  

Various traditional methods (radiographic, photoelectric) were used to verify the composition of the samples 
obtained and their ability to have a uniform structure at the macroscale level. Analysis of the diffractograms of both types 
of InSe single crystals (pure and doped) showed that the diffraction lines (00l) of the obtained samples are induced, as in 
the case of single crystals at very low temperatures. In this case, there are no other types of lines, and the cell parameters 
calculated from the diffractograms correspond to the following values: a=4.04Å, c=16.900 Å [1].  

Comparison of the obtained experimental graphs iq(U) və Bλ(U), Bλ(Τ) shows that in all the investigated samples 
electroluminescent radiation occurs at voltage values, at which a nonlinearity is observed on the Volt-Ampere 
characteristic. In this case, iq and Bλ as a function of the voltage is same increased. A comparison of the curves for the 
dependence of the brightness of electroluminescent radiation (Bλ), exceptional photoconductivity (IΦ), negative 
photoconductivity ( )−∆ ФI , and infrared photoconductivity quenching (∆ΙΦ) on temperature showed the correspondence of 
the temperature range on all figures, the shape of the curves and the upper temperature limit. It was found, that the 
maximum values for electroluminescent radiation, exclusive infrared photoconductivity extinction, negative 
photoconductivity, and thermal quenching of photoconductivity are achieved at the same temperature, when 

ФMФiT TTTT ≈≈≈ λλ . On the other hand, all these dependences are of approximately exponential nature. 
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Figure 3.  Dependence of electrolyuminescence (1-4), exclusive infrared photoconductivity extinction (5), negative photoconductivity, 
photoperiodivity in InSe single crystalls, doped by Er in a different range. 

N, at.%: 1 -0; 2 - 10-5; 3, 5÷7 - 10-3; 4 - 10-1. 
λs=λcm; λa=λamax; Φs=Φsmax; Φa=Φamax. 

It was found that in the investigated doped samples with the considered concentrations of additives the 
electroluminescent and photoelectric properties and the character of the Volt-Ampere characteristic do not depend on the 
additive material. These characteristics and parameters depend only on the concentration of additives introduced into the 
structure. 

Depending on the concentration of rare-earth metals introduced into the crystal, the brightness of the 
electroluminescent radiation either does not depend on the temperature in the case of relatively low temperatures 
(Τ≤100÷110 K), or growth with an increase in temperature by an average of 10-15% with respect to brightness at 77 K. 
And at temperatures above range Τ≥120÷130K, a decrease in the brightness of the electroluminescent radiation with 
increasing temperature is observed according to formula (1) 

( ) kTeBB
λε

λλ

∆
−

= 77       (1) 

where Bλ - the brightness of the electroluminescent radiation at any considered temperature T, and ∆ελ - the activation 
energy of the radiation. In all tested samples at a temperature of 160 K there is a process of thermal quenching of 
electroluminescence. 

It was found that in the investigated identical samples of n-InSe single crystals, when studying the infrared 
quenching spectra of the exceptional photoconductivity and negative photoconductivity responsible for recombination 
centers, the determined values of the penetration depth of energy - εr and the activation energy of electroluminescence - 
∆ελ are approximately equal (εr≈∆ελ). On the other hand, in different samples, a comparison of the results obtained under 
different conditions indicates that in the case of a change in the concentration of additives introduced into the sample, the 
parameters - εr and ∆ελ  practically do not change and remain constant: εr≈∆ελ≈ευ+(0.44÷0.45) eV.       

3. Discussion

A statistical analysis of the results shows that the electroluminescent radiation observed in pure and rare-earth-
doped n-InSe single crystals under certain conditions occurs due to the recombination of the minority charge particles 
(holes) injected from the current contacts into the tested sample in r-recombination centers located at a forbidden level. For 
doped n-InSe single crystals, the deviation from traditional physical representations [6], which is characteristic of quasi-
homogeneous crystalline semiconductor materials, is associated with their partial disorder, or rather the presence [12, 13] 
in their structure of macrodefects (large-size defects) [7], that have a random character. The greatest agreement between 
the experimental results obtained for doped (N≈10-1 at.%) and pure single crystals with the lowest specific electrical 
resistance, and also the correspondence in these samples the electroluminescence and photoconductivity dependence to 
conventional physical representations characteristics of quasihomogeneous crystalline semiconductors is associated with 
quasi-homogeneity of these crystals. 

4. Conclusion

As a result of the conducted researches it is possible to come to the following conclusion:
- the effect of additives of dysprosium and erbium introduced into the structure of n-InSe single crystals on the character of
the dependence of the brightness of electroluminescent radiation on temperature is associated with the detection of a
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change in the phase inhomogeneity of the crystal as a function of the concentration of additives introduced under the 
conditions of trapped and recombination centers of various origin and nature in the forbidden zone of the considered 
semiconductors; 
- in doped with dysprosium and erbium n-InSe single crystals, as well as in pure crystals, electroluminescence occurs due
to recombination of holes injected from current contacts into the conduction band of the crystal in recombination centers
located at a level of 0.26 eV with respect to the depth of the conduction band of the crystal when applied to the voltage
sample above a certain threshold value;
- in indium selenium n-InSe single crystals doped with a dysprosium and an embryum, the exponential decrease in the
brightness of electroluminescent radiation with increasing temperature (at high temperatures) occurs due to the thermal
quenching of electroluminescence and the thermal depopulation of recombination centers at the indicated temperatures
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Abstract. A theoretical investigation has been made of simultaneous consecutive generation of optical harmonics realized 
within one periodically polarized crystal. The analysis is carried out in the approximation of a given intensity. It is found that 
when manufacturing a layered domain structure it is important to take into account the effect of the losses of interacting 
waves on the modulation period of the susceptibility lattice Λ . 
 
Key words: quasi-phase-matched; consecutive interaction; second harmonic generation; constant-intensity approximation. 

 
1. Introduction 
 
One of the main problems of nonlinear optics is the conversion of coherent laser radiation at one frequency into 

radiation at a different frequency [1-3]. Quasi-phase-matched interactions are attractive by the ability to simultaneously 
realize at the output of the structure the optical coherent radiation transformed at high efficiency at several frequencies. In 
a quasi-phase-matched interaction, crystals with effective components of the nonlinear tensor can be used, which give a 
greater conversion efficiency, which was not feasible with the traditional synchronous interaction in a homogeneous 
medium [4-6].  

Investigations carried out in a series of studies on consecutive interactions [7-9] have shown that by selecting the 
period of modulation of the nonlinear susceptibility and the quasi-phase-matched orders on which phase-mismatches for 
the corresponding harmonics are compensated, simultaneous generation of these harmonics can be achieved. This will 
make it possible to obtain a source of coherent radiation, simultaneously generating at several optical harmonics within 
one periodically polarized crystal. This was not feasible in the case of a homogeneous nonlinear medium. 

In the constant intensity approximation [10-11], we performed an analysis of the quasi-phase-matched interaction at 
the generation of the second harmonic [12], third harmonic generation [13], total frequency generation [14-15], parametric 
interaction [16] and intracavity transformation [17-18] in RDS crystals. The present paper is a continuation of these 
studies, but for the case of consecutive interaction, which has great prospects for applications. 

In the present paper, in the constant intensity approximation, the efficiency of a consecutive quasi-phase-matched 
interaction in a layered domain structure as a function of the losses of interacting waves is considered. 

As is known, in a homogeneous medium, i.e. in a medium without modulation of the nonlinear susceptibility, an 
increase in conversion efficiency is observed only at odd coherent lengths, on the first, third, and so on. On the second, 
fourth, etc. coherent lengths, according to the definition of the coherent length, the energy of the harmonic is pumped back 
to the pump wave. In the case of quasi-phase-matched interaction, due to the compensation of the phase detuning on even 
coherent lengths, the efficiency of the transformation increases. As a result, at every subsequent coherent length (both on 
even and odd coherent lengths) a steady increase in conversion efficiency is observed. We note that analysis in the 
constant intensity approximation has shown that with increasing number of domains the coherent length increases [12-13]. 

For consecutive quasi-phase-matched generations, the quasi-phase-matching conditions for the second and third 
harmonics will be fulfilled at different orders of quasi-phase-matching, due to different phase velocities for pump waves, 
second and third harmonics within the modulation period of the nonlinear susceptibility Λ .  

Before the present work, a theoretical analysis of the quasi-phase-matched interaction was carried out numerically [5, 
8]. We used the analytical approach - the constant intensity approximation to the solution of the known system of truncated 
equations. This allows us to determine the optimum values of the parameters of the problem, to obtain a qualitative picture 
of the interaction. 

 
2. Theory 
 
The system of reduced equations in the case of coupled second and third harmonic generation processes is as follows 

[6]: 
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Here, 31, ÷=jAj  are the complex amplitudes of the co-propagating waves for the three-frequency interaction,  

ωω jj = ; jδ  is the absorption coefficients at the appropriate frequencies,  
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are the coefficients of nonlinear coupling of waves for generation of the second and third harmonics; )(zg  is a periodic 
function that ensures the modulation of the quadratic susceptibility over the length of the interaction z  with the period 

l2=Λ , )(zg  takes successive values ,....1,1,1 +−+ on the boundary of the thickness layer l  and 1)( =zg .  
A similar regular domain structures was considered by us in analyzing the traditional interaction of waves in the 

constant-intensity approximation [13-18].  
We solve the system (1) with respect to the complex amplitude of the second harmonic in the constant intensity 

approximation, that is, under condition  
.)0()( 30,103,13,1 constIzIzI ====  

Using the boundary conditions, we obtain the expression for the complex amplitude of the second harmonic in the 
case of consecutive generation ( 12 2δδ = )  
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jM  - is the j -th order of quasi-phase-matched at the generation of the j -th harmonic in the case of the consecutive 
interaction. 

In the constant-field approximation, considering .)( 101 constAzA ==  and solving system (4) with respect to the 
complex amplitude of the second harmonic, we obtain  
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For the complex amplitude of the third harmonic we obtain  
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where  

                     10336 AgCFA βλ = . 
 
3. Results and Discussion 
 
Whence for the intensities of the harmonics we have  
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respectively. The figure shows how the conversion efficiency transforms into the second harmonic  
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depending on the magnitude of the losses for the second harmonic wav 2δ . 
As expected, there is a monotonic decrease in efficiency with increasing 
losses.  

Further analysis showed that the magnitude of the losses affects the 
period of spatial beats of the second harmonic amplitude, and hence the 
modulation period of the susceptibility lattice. 

 
4. Conclusions 
 
Thus, in this work, a theoretical investigation of simultaneous 

consecutive generation of optical harmonics realized within one periodically 
polarized crystal is carried out. The analysis is carried out in the constant-
intensity approximation. A developed approach can be applied also in the 
case of parametric quasi-phase-matched interaction of optical waves. 
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Abstract. The nonlinear parametric interactions of optical waves in a LiGaS2 crystal in the case of eo-e scalar phase-
matching and for a BaGa4S7 crystal in the case of oo-e scalar phase-matching are considered. As is known, both crystals 
are biaxial crystals. The refractive indices for the corresponding frequencies and types of scalar interaction are calculated. 
The obtained data will be used for further investigation of the parametric process and calculation of conversion efficiency in 
LiGaS2 and BaGa4S7 crystals. 
 
Key words: ternary chalcogenide crystals, phase matching, Sellmeyer equation, constant-intensity approximation. 
 

1. Theory 
 

For problems of nonlinear-optical frequency conversion in crystals, the nonlinear and phase parameters of the medium 
are significant. Effective frequency conversion assumes the phase-matching condition. Tunable parametric sources of 
coherent radiation in combination with the effects of frequency mixing make it possible to significantly expand the region 
of tunable wavelengths of laser radiation. To solve these problems, IR crystals are successfully used. In this range of the 
spectrum, there are two windows of atmospheric transparency [1-2]. 

As is known by the choice of crystals-converters of frequency-the main selection condition is, on the one hand, their 
transparency in the broad region of spectrum and on the other hand, their high nonlinear susceptibility in comparison with 
the existing crystals. The most suitable one as OPOs for the middle IR mcm are chalcogenide non-oxide nonlinear crystals. 
with a pumping near 1 mcm. 

Last decades the search for nonlinear crystals continues, allowing to carry out frequency transformation in the middle 
IR region of the spectrum. In this regard used ternary chalcogenide crystals [3-6]. We selected LiGaS2 and BaGa4S7 as the 
object of the study. These crystals are interesting in that they are transparent in the range from 5 to 12 μm, that is, in the 
middle IR range of the spectrum. They are wide-band: in LiGaS2, the band gap is Eg~4.15 eV, and in BaGa4S7 it is 3.54 
eV. In this case, they are characterized by low coefficients of nonlinear conversion, the nonlinear conversion coefficient 
deff=5.5 pm/V for the first crystal and deff=5.1 pm/V for the second crystal. However, these crystals have a high destruction 
threshold. On the basis of these crystals, it is possible to fabricate parametric transducers using as a pumping source the 
emission of a high-technology Nd:YAG laser. 

As is known, the effective parametric interaction of three waves in a quadratic nonlinear medium requires the 
fulfillment of the frequency relationship, as well as the phase matching condition:  

321 ωωω =+  
and 

321 kkk


=+ . 
The coefficients of the nonlinear coupling in the parametric transformation are determined by the following 

expressions: 
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In our study, we consider the nonlinear parametric interaction of optical waves in a LiGaS2 crystal in the case of eo-e 
scalar phase-matching and for a BaGa4S7 crystal in the case of oo-e scalar phase-matching. The study of the parameter 
process will allow us to determine threshold value of pumping wave amplitude. 

For nonlinear conversion, theoretical analysis of wave interaction is made by using the known system of the reduced 
equations  

)exp(

),exp(

),exp(

ziAAiA
dz

dA

ziAAiA
dz
dA

ziAAiA
dz

dA

isppp
p

spiii
i

ipsss
s

∆−−=+

∆−=+

∆−=+

∗

∗

γδ

γδ

γδ

                                                             (1) 

24

Proceedings of PPA Baku, 28 may, 2018

Baku State University

mailto:gulwen.2017@mail.ru
mailto:safarovagulnaraa@gmail.com


Here pisA ,,  are the complex amplitudes of the signal, idler and pump waves at respective frequencies pis ,,ω  in 

direction of axis z. The nonlinear coefficients and loss parameters for j -th wave ( pisj ,,= ) are labeled as jγ  and jδ , 

respectively. And phase mismatch between the interacting waves is given by isp kkk −−=∆ . 
We solved the reduced system of equations (1) in the constant-intensity approximation with corresponding boundary 

conditions while the conditions of experiments were taken into account. 
The boundary conditions become as follows 

)exp()0( ,.,,,, soioposoioposip iAzA ϕ== ,                                                              (2) 
where soiopo ,,ϕ  are an initial phases of pump, idler and signal waves at the entry of the medium and 0=z  corresponds to 
the entry of crystal.  

 
2. Results and Discussion 
 
The main requirement, as we know, for proceeding of nonlinear optical process is the necessity of optimum phase 

relationship between interacting waves. Breaking of these conditions will bring up the mismatch of the phases and as 
consequence the inefficiency of nonlinear process will decrease. One of the main reasons responsible for infringement of 
the condition of maximal phase correlation is the phase mismatch. 

The choice of the type of interaction is determined by the experimental conditions [7]. To this end, we calculate the 
refractive indices for the corresponding frequencies and types of scalar interaction. First, we determine the refractive 
indices for the crystals under study at the wavelengths of the idler wave (μm), the pump wave (μm), and the signal wave. 
To this end, we calculate the refractive indices for the corresponding frequencies and types of scalar interaction. First, we 
determine the refractive indices for the crystals under study at the wavelengths of the idler wave ( 457.5=iλ  μm), the 
pump wave ( 0642.1=pλ  μm), and the signal wave.  

First of all, we determine the length of the signal wave from the condition  

sip λλλ
111

+= . 

In the case of LiGaS2, we obtain for the wavelength of the signal wave 322013.1=sλ  μm, and in the case of BaGa4S7 
we obtain 28399.1=sλ  μm 

As is known, both crystals are biaxial crystals. The method for determining the angular widths of phase-matching, 
originally introduced and used for uniaxial crystals, can be used for biaxial crystals. For these crystals, the phase-matching 
directions are conical surfaces of the fourth order, whose axis is one of the crystal axes [8].  

The Sellmeyer equation for LiGaS2 has the form [9] 
2
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+= ,                                                     (3) 

where 3210 ,,, AAAA  taken from experimental work [3]. 
From (1) we calculate the refractive indices for all three waves  

124105.2=p
en , 134473.20 =

sn , 076045.2=i
en , 

at  
0642.1=pλ mcm;  322013.1=sλ mcm, 457.5=iλ  mcm. 

The Sellmeyer equation for BaGa4S7 has the form [3]  
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where 4321 ,,, AAAA  taken from experimental work [3]. 
From (2) we calculate the refractive indices for all three waves  

319966.2=p
en      289489.20 =

sn         242884.20 =
in  

at  
0642.1=pλ mcm;     28399.1=sλ mcm,     217.6=iλ mcm. 

Thus, the obtained data will be used for further investigation of the parametric process, calculation of conversion 
efficiency in LiGaS2 and BaGa4S7 crystals and for determining the threshold regime for parametric interaction. 

 
3. Conclusion 
 
Thus, the article investigates the parametric interactions of optical waves in a LiGaS2 crystal in the case of 

eo-e scalar phase-matching and for a BaGa4S7 crystal in the case of oo-e scalar phase-matching. Calculated 
with high accuracy, the refractive indices of the two types of interaction at the appropriate frequencies will 
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allow us to determine the exact dynamics of the nonlinear efficiency transformation in LiGaS2 and BaGa4S7 
crystals. An absence of two-photon absorption makes this compound suitable for optical parametrical converters at 1.0642 
nm. As a pump source, a technologically advanced Nd:YAG laser can be used. On the basis of these crystals, it is possible 
to develop effective frequency converters of the infrared range. 
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Abstract. The nonstationary generation of pulses is investigated in the first approximation of dispersion theory in new 
materials engineered to have a property that is not found in nature in metamaterials. An analytical expression is obtained for 
the complex amplitude of the signal wave at the output of the metamaterial in the constant field approximation. A further 
analysis of the expression obtained will make it possible to study the dynamics of the behavior of the spectrum, determine 
the optimum values of the pump intensity, and determine how the shape of the signal wave spectrum changes. 
 
Key words: nonstationary generation, ultrafast pulse, group velocity detuning, metamaterial. 
 

1. Introduction 
 
Femtosecond lasers generating pulses of duration of the order of 10 fs are widely used in solving a wide range of 

applied problems in the field of high-precision material processing technologies, biomedical technologies, etc. [1-2]. Such 
lasers are able to concentrate the light flux in an extremely short time interval. This makes it possible to achieve colossal 
peak power values in the pulse. 

The peak power of the laser pulse~1014 W, generated by a modern multi-terawatt laser system, is tens of times higher 
than that of all energy sources on the planet [3-4]. Currently, the record intensities achieved in the focus of the laser beam 
are~1021 ÷ 1022 W/cm2. When the substance is heated by such pulses, temperatures of tens and hundreds of millions of 
degrees are reached, which corresponds to the initiation temperatures of nuclear reactions. Of great interest is the study of 
the conversion of the frequency of ultrashort pulses in metamaterials [5-7].  

Metamaterials are composite materials whose properties are due not so much to the individual physical properties of 
their components as to the microstructure. These microstructures can be considered as atoms of extremely large sizes 
artificially introduced into the initial material. Usually, to obtain the required electromagnetic characteristics, researchers 
select the chemical composition of the material. But as an example of metamaterials shows, chemistry is not the only way 
to obtain interesting properties of matter. The electromagnetic response of the material can be "designed" by introducing 
tiny structures [8].  

Investigation of materials exhibiting simultaneously negative electric and magnetic properties in the optical range of 
the spectrum stimulated intensive studies of nonlinear optics of metamaterials, including second-order nonlinear optical 
phenomena such as second harmonic generation, generation of sum and difference frequencies, and optical parametric 
amplification, as well as cubic nonlinear interactions of ultrashort elm pulses with a metamaterial.  

In the present paper, nonstationary generation of pulses is investigated in the first approximation of dispersion theory 
[9-10] in new art material, in metamaterials.  

 
1. Theory 
 
In considering, we assume for definiteness that for a parametric three-wave interaction in a metamaterial, the medium 

is "left" only at the frequency of the signal wave. We assume that the pump wave is a long pump pulse at a frequency, in 
contrast to a short wave pulse at a difference frequency 1ω . We assume that the pump wave is a long pump pulse at a 
frequency 2ω , in contrast to a short wave pulse at a difference frequency 132 ωωω −= .  

We assume that the energy fluxes of the pump wave and the waves at the difference frequency 3,2S  fall normally on 
the left side surface of the metamaterial of length   and propagate along the positive direction of the axis z . Hence the 
transfer of energy of the signal wave, for which the medium is "left", occurs in the opposite direction. In the case under 
consideration, there is a counter interaction between the initial short pulse with the excited signal wave.  

With the geometry of interacting waves in the metamaterial under consideration, the usual truncated equations for 
pump waves and waves on the total, difference frequency take the form: 
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Here 1A , 2A  and 3A  are the complex amplitudes of the signal wave at the frequency 1ω , the pump waves at the 
frequency 2ω  and the waves at the sum frequency 3ω . 1u  2u  and 3u are group velocities of the corresponding waves, 

1γ , 2γ
 
and 3γ  are coefficients of nonlinear coupling of waves at the corresponding frequencies,  
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3,2,1g  are the dispersion spreading coefficients,  
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3,2,1δ - are loss of interacting waves, 123 kkk −−=∆  is the phase mismatching from the central frequency of the pump 

wave. 
We will consider, in a first approximation, the theory of dispersion, that is, without taking into account the effect of 

dispersive spreading. In this case, the system of truncated equations (1) has the form ( 0=jδ )  
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The main requirement, as we know, for proceeding of nonlinear optical process is the necessity of optimum phase 

relationship between interacting waves. Breaking of these conditions will bring up the mismatch of the phases and as 
consequence the inefficiency of nonlinear process will decrease. One of the main reasons responsible for infringement of 
the condition of maximal phase correlation is the phase mismatch. 

We solve the problem in the case when a pump wave and a wave at a frequency 3ω  are present at the entrance to a 
medium with negative refraction 
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We solve the system (2) in the constant-field approximation, i.e.  

constAtzA == 202 ),( . 
 

3. Results and Discussion 
 

As is well known in the study of the nonstationary wave interaction, it is more convenient to operate with the 
Fourier component of the ultrashort wave pulse. In the constant-field approximation, and in the first approximation of 
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dispersion theory with the use of the spectral approach (Fourier transforms), the solution of the system (2) is found in the 
following sequence.  

First, we go from the field amplitudes to the amplitudes of the spectrum, i.e. to the Fourier components of the 
pulses. This approach, based on the study of frequency spectra, makes it possible to clearly visualize the interaction 
pattern.  

Then, solving the obtained system of equations with respect to the complex amplitude of the Fourier spectrum of 
the signal wave. 

As a result, for the complex amplitude of the signal wave at the output of the metamaterial, taking into 
account the boundary conditions (3) in the constant field approximation, we obtain 
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where 3,2,1A  are the complex amplitudes of the signal wave at the frequency 1ω , the waves at the difference frequency 

2ω , and the pump waves at the frequency 3ω , 30,20A  are the input values of the corresponding waves,  
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Thus, the analytical expression obtained for the complex amplitude of the signal wave at the output of 
the structure will allow us to theoretically investigate the dynamics of the behavior of the spectrum for various 
parameters of the problem. Determine the optimum values of the pump intensity and find out how the shape of 
the signal wave spectrum changes. 

 
4. Conclusion 
 
Thus, the nonstationary generation of pulses is investigated in the constant-field approximation forfirst 

approximation of dispersion theory in metamaterials. This approximation of dispersion theory takes into account only the 
group velocity mismatching. The study of the nonstationary wave interaction was carried out by the method of Fourier 
transforms. A further analysis of the expression obtained will make it possible to study the dynamics of the behavior of the 
spectrum, determine the optimum values of the pump intensity, and determine how the shape of the signal wave spectrum 
changes. 
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Abstract. In this paper, polymer nanocomposites based on polyvinyl chloride and zinc sulphide nanoparticles were 
obtained and investigated. SEM analysis showed that the average nanoparticle size for PVC+ZnS based nanocomposites is 
3-5 nm. From UV spectra of nanocomposites by extrapolation method the width of the forbidden band for polymer 
nanocomposites was determined.It was found that the bandgap for thenanocomposites based on PVC+3% ZnS is 4.2eV; 
for PVC+5% ZnS-4.0 eV; for PVC+10% ZnS-3.95 eV. The photoluminescence properties of nanocomposites based on 
PVC+ZnS are studied. It has been found that thepeaks at 356 nm, 375 nm,  528 nm, 540 nm, 562 nm, 593 nm on the 
photoluminescence spectrum of thenanocomposites are luminescent peaks belonging to ZnS nanoparticles. The influence 
of thermal annealing on the photoluminescence properties of nanocomposites based on PVC+ ZnS has also been studied.It 
has been determined that with increasing thermal annealing temperatureup to 1200Cintensity of photoluminescence also 
increases. The increase in the intensity of the photoluminescence with increasing thermal annealing temperature is 
explained by the complete removal of the solvent from the volume of the polymer and thereby improving the 
photoluminescence efficiency of the nanocomposites. 

Key words: nanocomposite, zinc sulphide, nanoparticles, polyvinyl chloride 

1. Introduction

Synthesis and study of the structure and properties of polymer nanocomposites are priority directions of modern
science in connection with the unique properties of nanostructured materials. This complex of properties determined 
quantum-size and Coulombeffects in the nanoparticles and depends on the chemical nature of the particles, their size and 
shape, spacing, size distribution and regularity. Polymer nanocomposites attract attention due to the possibility of 
stabilization in polymeric matrices of various nanoparticles. The use of various polymers with dielectric and 
semiconducting properties as a matrix also makes it possible to purposefully vary the parameters of the composites. 
Polymer nanocomposites with semiconductor nanoparticles may exhibit unique physical properties, combining 
characteristics of semiconductors and polymeric films, and the presence of nanoparticles in the polymer matrix could lead 
to entirely new effects. Design and creation of fine luminescent polymer composite materials based on semiconductor 
quantum dots, including zinc sulphideZnS is an urgent and important task of both the scientific and practical points of 
view. In these materials the quantum size effect influences the width of the forbidden band, which makes them attractive 
for the manufacture of optoelectronic emitters (LEDs), single electron transistors, quantum dot displays, lasers, etc. [1].  
This paper is devoted to the synthesis and stabilization of ZnS semiconductor nanoparticles, develop polymeric 
nanocomposites based on zinc sulphide nanoparticles and a thermoplastic polyvinyl chloride matrix and study of optical 
and photoluminescent properties of nanocomposites based on PVC+ZnS. 

2. Experimental section
2.1. Materials 

All chemicals were used as received: polyvinylchloride (PVC code CAS 9002-86-2) has a density 1.34 g/cm3, 
melting temp -150-220°C, mol.wt Mw - 140000by GPC, spark temp - 625° C, ignition temp - 500° C, auto-ignition temp-
>1100°C), zinc chloride (ZnCl2, PLC 141779), sodium sulfide (Na2Sx9H2O, PLC 141687), СTAB 
(cetyltrimethylammonium bromide, C19H42BrN, AB 117004, 98% chemically pure), tetrahydrofuran (PLC 143537). 

2.2. Preparation of ZnS NPs and PVC-ZnS based nanocomposites. 

ZnSNPs were prepared by chemical co-precipitation method. The ZnS nanoparticles were synthesized in the 
presence of the cationic surface active substance CTAB as follows: 50 ml 0,05 M ZnCl2 solution wasmixedwith 10 ml 
0,5% CTAB solution in a magnetic stirrerduring 10 minutes. Further solution of 50 ml 0,05 M sodium sulfide (Na2S) was 
added to the primary solution and was intensely stirred at ambient temperature during two hours. In order to removenon-
interacting ions Zn2+ and S2- and get purified ZnS NPs, the mixture were distilled several times with deionized water and 
ultracentrifugedduring 10 min.minutes.Purified ZnS NPs were transferred into the petri dish and let it dry during 24 
hours[2,3].  
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For synthesize  PVC-ZnSnanocomposites, 0.1 g PVC powder dissolved in 30 ml tetrahydrofuran (THF) solution. 
ZnS NPs in different weight contents(3%,5%,10%) were added into THF polyvinylchloride solution and mixed on a 
magnetic stirrer for 9 hours almost at 600C. Then the homogeneous mixture was transferred to the petri dish and put it to 
dry duringaday. For completely removal of THF from the volume of the polymer, nanocomposites were dried in vacuum 
oven during 1 hour.Thin nanocomposite  samples were obtained by hot pressing at the melting temperature of  
PVC(1500C) at a pressure of 10 MPa. The cooling of the nanocomposite films after hot pressing was carried out in water at 
a cooling rate of 200 deg/min.  

 
2.3. Characterization 

 
The images of the nanocomposite samples have been obtained by scanning electron microscope  (SEM, Jeol JSM-7600 F). 
Scanning was performed in SEI mode at an accelerating voltage of 15 kV and a working distance of 4.5 mm. Energy 
dispersive micro-X-ray analysis was performed using the device X-Max 50 (Oxford Instruments). The UV-vis spectra 
have been recorded on Spectrophotometer Specord250 Plus at 200-700 nm and ambient temperature. Photoluminescent 
properties of nanocomposite films were examined using a spectrofluorometer Varian Cary Eclipse at wavelength range 
200-900 nm. 
 

3. Results and discussion 
 
The morphology of nanocomposites and the distribution of ZnS nanoparticles in a polyvinyl chloride matrix were 

studied by SEM analysis. Figure 1 shows SEM images of nanocomposites based on PVC+ZnS as a function of the 
concentration of ZnS nanoparticles. As can be seen from Fig. 1, the average size of nanoparticles based on PVC+ZnS is 3-5 
nm. Figure 2.shows the energy-dispersive spectrum (EDS) spectrum of the nanocompositePVC+ZnS. From the EDS 
spectrum it is seen that the nanocomposite consists of pure ZnS nanoparticles. The  elements of Cu, Zn, Si on the EDS 
spectrum  come from the substrate used to deposit the main ZnS nanoparticles. 

a) b) 
Fig.1. SEM images of nanocomposites based on PVC+ZnS: a) PVC+3% ZnS; b) PVC+10% ZnS. 

 
Fig. 2.EDSspectrum of nanocomposites based on PVC+ZnS. 
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a) b)

c) 
 

Fig.3.AFM 2D images of polymer nanocomposites based on PVC+ZnS: a) PVC+3% ZnS; b) PVC+5% ZnS; c) PVC+10% ZnS. 
 Figure 3 shows the AFM images of polymer nanocomposites based on PVC+ZnS as a function of the 
concentration of ZnS nanoparticles. As can be seen from the Figure 3 with the introduction of nanosizedZnS particles 
into the polymeric matrix of PVC, the supramolecular structure of the nanocomposites changes. As the content of 
nanoparticles increases, the supramolecular structure and structural elements of the nanocomposite surface change. So 
the average roughness for the PVC+3% ZnSnanocomposite is 5-15 nm, for PVC+5% ZnS- 20-60 nm, PVC+10% 
ZnS-20-100 nm (Fig. 4)[4-7]. 
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. a) b)

c) 
Fig.4. Histogram of the roughness of polymer nanocomposites based on PVC+ZnS: a)PVC+3%ZnS;   b) PVC+5%ZnS; c) 

PVC+10%ZnS. 
  
In Fig. 5.the absorption spectra (a) and the graph of the calculation of the band gap (b) for a nanocomposite based on 
PVC+ZnS depending on the concentration of ZnS nanoparticles are shown. From the extrapolation of the absorption 
spectra, the width of the band gap of nanocomposites based on PVC+ZnS was calculated as a function of the concentration 
of ZnS nanoparticles (Table 1). The width of the band gap of nanocomposites was calculated by the following formula: 

𝛼 = 𝐴�ℎ𝜈 − 𝐸𝑔�
𝑛/ℎ𝜈(e.g.)  (1) 

where, α is absorption coefficient, А-isconstant, hν-is photon energy, Eg-is the width of the forbidden band. 
As can be seen, from Table 1, as the concentration of ZnS nanoparticles increases, the width of the band gap of 
nanocomposites decreases. The decrease in the width of the forbidden band as a function of the concentration of ZnS 
nanoparticles is explained by the increase of  concentration and agglomeration of nanoparticles in the polymer matrix of 
PVC, depending on the content of ZnS nanoparticles[8-9]. 
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Fig.5.Absorption spectra and graph of the calculation of the band gap for PVC+ZnS as a function of the concentration of nanoparticles 

ZnS. 
 

Table 1. 
Sample  Width of the forbidden band (eV) 

BulkZnS 3,6 
PVC+3%ZnS 4,2 

PVC+5%ZnS 4 

PVC+10%ZnS 3,95 

 
Figure 6 shows the photoluminescence spectra of nanocomposites based on PVC+ZnS as a function of the 

concentration of ZnS nanoparticles. Photoluminescence spectra were obtained by excitation of samples  with a wavelength 
of 260 nm. It was established that the intensity of photoluminescence decreases with increasing concentration of 
nanoparticles. The decrease in the intensity of photoluminescence with an increase in the concentration of nanoparticles is 
explained by the decrease in the specific surface due to an increase in the size of the particles. Figure 7 shows excitation 
and emission spectra for a nanocomposite based on PVC+ZnS. It can be seen that the excitation and emission spectra are 
mirror images of each other, which is a proof that the peak at 356 nm, 375 nm, 528 nm, 540 nm, 562 nm, 593 nm are 
photoluminescent peaks belonging to ZnS nanoparticles[10-21]. 

 
Fig.6.Luminescence spectra of PVC+ZnS based polymer nanocomposites: 1.PVC+3%ZnS; 2. PVC+5%ZnS; 3. 

PVC+10%ZnS. 
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Fig.7.Excitation and emission spectra for PVC+ZnS based nanocomposites. 
 

Photoluminescent properties of PVC+ZnS based polymer nanocomposites have been investigated depending on 
the thermal annealing process.Figure 8 shows photoluminescence spectra of PVC+ZnS based polymer nanocomposites 
depending on the thermal annealing process. It has been determined that as the temperature of thermal treatment of 
nanocomposites increases till 1200C, the intensity of photoluminescent also increases.This is explained by the complete 
release of the THF solvent from the PVC matrix. 
 

 
Fig.8.Photoluminescence spectra of PVC+ZnS based nanocomposites depending on the thermal annealing: 1. 800C;2.1000C; 3.1200C. 
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4. Conclusion 
 

In this paper, polymeric nanocomposites based on polyvinyl chloride and nanoparticles of zinc sulphide were 
obtained and investigated. SEM analysis showed that the average size of nanoparticles based on PVC+ZnS is 3-5 nm.From 
UV spectra of nanocomposites by extrapolation method the width of the forbidden band for polymer nanocomposites was 
determined. It was determined that the bandgap for nanocomposites based on PVC+3% ZnS is 4.2 eV; for PVC+5% PbS-
4.0 eV; for PVC+10% ZnS-3.95 eV. The photoluminescence properties of nanocomposites based on PVC+ZnS were 
studied. It has been found that peaks at 356 nm, 375 nm, 528 nm, 540 nm, 562 nm, 593 nm on the photoluminescence 
spectrum of nanocomposites are luminescent peaks belonging to ZnS nanoparticles. The influence of thermal annealing on 
the optical properties of nanocomposites based on PVC+ZnS were also studied and it was shown that with an increase in 
the processing temperature of nanocomposites up to 1200C, the photoluminescence intensity increases. The increase in the 
intensity of the photoluminescence with increasing thermal annealing temperature is explained by the complete removal of 
the solvent from the volume of the polymer and thereby improving the photoluminescence efficiency of the 
nanocomposites. 
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Abstract In the presented article, were studied a crystallization sequence and temperature as well lithostatic and fluidal 
pressures of iron-titan oxide minerals that have been crystallized in the natural conditions. The study resulted in that, the 
differentiates of a polyphasic Gadabay intrusion located in Azerbaijan have been crystallized in temperature 720 -820 oC 
and in the depth of 1.5–12 km. Calculated and experimental Curie points of these differentiates vary between 450–560 oC. 
However, mineral equilibriums magnetite-ulvospinel (Fe3O4 –Fe2TiO4)and ilmenite-hematite (FeTiO3-Fe2O3) which are one 
of the porphyry parageneses of upper Cretaceous volcanic rocks which occur in the northern-east slopes of the Lesser 
Caucasus have been crystallizedin temperature 800 -1250 oC and in the depth of 6–21 km.The Curie point of lasts varies 
between 150– 560 oC. 

Analysis of the results yields that ulvospinel and titan bearing magnetite crystallized in relatively reducing 
conditions has been crystallized in high temperature (1050–1100 oC) and in depth of 18-21 km. Lighter fractions of these 
rocks but have been crystallized in upper horizons (1.5-3.2 km). 

 
 
1. Introduction 

 
It’s a known fact that, crystallic phase participated in the crystallization of the natural magmatic melts, keeps an 

information about thermobaric and geodynamic conditions that control the related process. In this respect, iron-titan oxide 
minerals are more sensitive. The change of ferrous oxide to ferric oxide in the oxidizing condition causes magnetite 
crystallizes before silicate minerals. Of course in crustal conditions happens early crystallization of it. However, in the 
conditions of loss of volatiles it crystallizes after silicate minerals. İn the lower lythostatic pressure means in the upper 
horizons of the crust, magnetite is poor in titan and becomes a maghemite, magnetite with cation deficiency. This diversity 
feels both in theoretical and in experimental Curie points. Pecherskiy (1975), Kawai (1956) used this feature of iron-titan 
oxide minerals to determine depth of crystallization.So, the analysis of these features of iron-titan oxide minerals can be 
used in the study of the crystallization of the silicate systems. 

Aforementioned silicate system has been crystallized in the upper horizons of the crust. However, upper 
Cretaceous silicate systems of the Lesser Caucasus first have been crystallized in the intermediate magma chambers of 
various depths, depending on the magma bearing capacity of the crust, then they have been crystallized in the surface. İn 
the deep chambers ulvospinel bearing magnetite has been crystallized in the high temperature and pressure. In the surface 
conditions has been crystallized magnetite poor in titan and wit cation deficiency. 

 
2. Methods 

 
Iron-titan oxide minerals have been studied with the contribution of bulk chemical, X-ray spectral, X-ray 

diffractometric sand thermomagnetic analyses. 
Calculation of the theoretical Curie points has been realized with availible methods (Nagata 1965, Pecherskiy 

(1975). Crystallization temperature and oxygen fugacity have been calculated with methods of Buddington&Lindsley 
(1964), Lindsley et.al (1983), Stormer J.C. (1983). And in the determination of crystallization depth the methods of 
Pecherskiy (1975), Kawai (1956) and Zubkov et.al. (2015) have been used. 

 
3. Results and discussion 
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Iron-titan oxide minerals are widely spread in nature and they have crystallized in different conditions. Hence, the 
investigation of their crystallization conditions whether synthetic or natural silicate systems, is very important in the 
solving of several geological and paleomagnetic problems. 

Appropriate areas regarding to this purpose can be upper Jurassic –lower Cretaceous complexes located in the 
Shamkir horst – uplift and upper Cretaceous complexes located in the Qazakh, Agdjakand, Agdara, Azykh and etc. troughs 
of the Lesser Caucasus. 

An object for study among upper Jurassic – lower Cretaceous complex can be Gadabay intrusion which located in 
the Shamkir horst – uplift. Iron-titan oxide minerals occur widely inmultiphase Gadabayintrusion, which is located in 
Gadabay administrative region. These minerals have crystallized in the different depths in the distinguished thermobaric 
conditions. Whereby, magnetite-hematite buffer has controlled the crystallization process. During the stages of 
crystallization of the intrusion, typified differentiates of the intrusion have formed by the fractionation. Sometimes the 
main differentiates have been cut by the rocks which are formed from the residual magmatic melts. They consist of sills of 
little thickness, dykes and rarely stocks in a small diameter[6]. 

Gadabay intrusion begins in 1.5 km away to thesouth-east, of the conjunction of the Gadabay and the Shamkir 
rivers. It then goes along for 12 km in the north-western direction until the Arikhdam village. The width of intrusion 
changes irregularly along the stretching (1.5-6 km)[6]. The central part of the intrusion includes absolute crystalline rocks 
in dark-grey and dark black colors. The color of the rocks change from dark black to dark grey and to grey toward lateral 
parts of the intrusion? The amount of clino- and orto-pyroxenes decreases, however the amount of amphiboles with 
metallic blink and plagioclases in light grey color increases gradually in the same direction as well[2].The temperature, the 
litho baric and fugacity of oxygen controlling the crystalliztion were calculated by the methods presenting in the 
literature[1] (Buddington, Lindsley 1964, Lindlsey, Spenser 1982, Gendshaft et al. 1999, Zubov et al. 2015). The XRD 
analyses have been done in the laboratory of the Institute of Geology and Geophysics of ANAS. Thermomagnetic (Curie 
point, magnetic susceptibility and microprobe) analyses have been done in the Geology Institute of Ministry of Geology of 
Russia situated in Saint-Petersburg. 

The differentiations of a gabbroid phase (first phase) of Gadabay intrusion have been crystallized in the depth of 
2.3-3 km below surface in the intrusive chamber. The concentration of ulvospinel molecule in the moderately titanic 
magnetite changes between 6.5-11.4 %. The calculated and experimental values of Curie temperature are 510-533 Co.  
Hence, it can be considered that, the higher content of titan oxide in norite and gabbro-norite crystallized by gravitation 
than in other differentiations of the intrusion due to their crystallization in the higher thermobaric conditions[2]. 
Accordingly the oxygen fugacity of the crystallization is lower (lg𝑓𝑂2=12-14). Beside, ilmenite and moderately titanic 
magnetite have crystallized in eutectic with clino- and orto-pyroxen. In this phase of the intrusion sulfides of Co (cobaltite) 
and Ni (millerite) have been crystallized. 

In quarts diorites-the second phase of the intrusion and in its differentiations due to increase of silica and decrease 
of magnesia and iron oxides, the amount of titanoxide was decreased and the amount of ferric iron oxide was increased in 
iron-titan oxide minerals. In the turn it has caused to crystallize characterized titanic magnetite[3]. This crystallization 
process had relatively more oxidizing environment. The controlling oxygen fugacity of the system have been increased 
sufficiently (lg𝑓𝑂2=106-108). As a result part of the ferrous iron oxide have been replaced by the ferric iron in the titanic 
magnetites. Consequently,maghemite poor in titan content and with cation deficiency has crystallized. 

 
(Fe8

+3[Fe13.33
+3 �2.67]O32) 

As is explicit from the formula above the 2.67 is vacation of deficient cation. 
The experimental and the calculated values of Curie points of this phase are in the range of 570-590 Co

. 
Crystallization have gone under pressure of 1.5-3 kbar. The depth of crystallization was 3-6 km. 

In the course of an evolution on  one hand by the influence of the hybridism, on the other hand by the influence of 
the LIL elements (K, Rb, Ba, Sr and etc.) two distinguished differentiates have crystallized from the magma of the quartz 
diorites. The first one of them is diorites with biotite (K(MgFeAl)3(SiAl)4O10(OH)2 and hornblende 
(NaCa3(MgFe)4(FeAl)(OH)2, whereas the second one of them are monzodiorites, monzonites, syenites which are the alkali 
element carriers. The concentration of K and elements relative to it increases in the second group of rocks (KAlSi3O8, 
K(Mg,Fe+2)3[Si3AlO10](OHF)2) and The litho static pressure of crystallization relatively increases (5.2-5.6 km) causing the  
temperature also to increase , however the oxygen fugacity decreases (lg𝑓𝑂2=106-108).  

The analysis of the achieved results shows that, weak oxidizing conditions have controlled the process while the 
differentiates of the gabbroid phase were forming. That is why a hydrogen sulfide solution have been oxidized partly and 
weakly[4]. Therefore, some Ni and Co sulfide mineralization occurs in connection with this phase. However, sulfide 
mineralization of Fe is related to quartz diorite phase. 

Last differentiates of quartz diorite phase were a source of mineralization of chalcopyrite and pyrite containing 
gold. In later stages, sphalerite mineralization has joined the process. 

Finally, with the increasing of the concentration of incoherent elements in the residual magma, a barite-polymetallic 
mineralization containing  gold has begun (BaSO4, CuFeS2, ZnS, PbS). 

Thus, the physicochemical behavior of the iron-titan oxide minerals in the discussed system can be used as an 
indicator in the interpretation of the crystallization conditions and can have a dramatic role in the determination of the 
direction of the gold mineralization in Gadabay ore region. 
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For upper Cretaceous complexes, on the base of calculated and experimental Curie points and physical-chemical 
parameters (t-temperature, fO2- oxygen fugacity, H-depth) and determined variation in the compositions as well, it’s 
possible to say that the crystallization of the iron-titan oxide minerals went in the intermediate magma chambers of various 
depths. 

Wherein, in upper Coniacian and lower Santonian ages the progressive flexure continued whereby, low-
differentiated portions of olivine-basalt melt which from high titanic magnetite had been crystallized, has been located in 
deeper intermediate magma chambers. 

In the boundary of upper Santonian and lower Campanian within the Gazakh trough the activity of the magma 
bearing channels significantly weakened. Whereby, within the trough have been formed subsurface intermediate chambers 
which the spatial connection of volcanic centers composed of rhyodacite, perlite, andesite and dacite can be the evidence. 

Unlike the Gazakh trough, within the Agdjakand and Agdara troughs the compression process acted more intensive, 
that caused the thermal interaction between hot basaltic melt and upper layered arkosic sandstones. As a result, these 
sandstones melted and the palingenetic rhyodacite and dacite have been generated. 

Within the Khojavend and Azykh troughs in the lower Santonian age in the flexure conditions has been formed 
low differentiated trachibasalt-trachidolerite complex. In the composition of differentiates of these complex occurs 
moderately titanic titanomagnetite. In the upper Santonian age has been crystallized differentiates of a tephrite-teshenite 
complex in the relatively more oxidizing condition. Hereby, due to the delay of plagioclase crystallization moderately 
titanic magnetite composed the tephrites has enriched in aluminum oxide. Inside the intrusive teshenites has been 
crystallized ulvospinel bearing titanomagnetite. In the Gochaz trough inside the basalts and andesibasalts moderately 
titanic magnetite has been crystallized before pyroxene phenocrysts. Inside the rocks of subalkali series relatively high 
titanic magnetite has been crystallized simultaneously with clinopyroxene.  

 
Conclusion 
 
As a result of interpretation of complex physical-chemical and mineralogical analyses, has been concluded that in 

the upper Jurassic-lower Cretaceous complex magnetite has been crystallized in the upper horizons before silicates in 
oxidizing conditions. 

In the upper Cretaceous volcanik rocks the crystallization has run in two stages.In the first stage iron titan oxide 
minerals and silicate minerals which were in equilibrium with them have been crystallized in high thermobaric and 
reducing condition with accompaniment of volatiles in the depth of 16-21 km. Residual melt has been crystallized in the 
second stage, in surface or in oxidizing conditions 
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Longitudinal Nernst-Ettingshauzen effect in superlattices 
for acoustic phonons scattering 
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Abstract: In this work the anisotropy of longitudinal Nernst-Ettingshausen coefficient in superlattices for electron-phonon 
scattering is considered. It is shown that the longitudinal Nernst-Ettingshausen coefficient changes its sign depending on 
the magnetic field direction. 
 
Key words: superlattice, Nernst-Ettingshauzen coefficient, electron-phonon scattering. 

 
1. Introduction  

 
Magnetothermoelectric effects are particular sensitive to the anisotropy of conduction electron dispersion law, 

relaxation time and effective mass; therefore, it is very interesting to study these effects in conductors with the cosine 
dispersion law. Phonon scattering is the main scattering mechanism at temperature more than 70K in the superlattices such 
as GaAs/AlGaAs [1]. In superlattices, depending on the magnetic field orientation and temperature gradient, and also 
electron gas dimensionality, unique thermomagnetic effects (for instance, oscillations and dependence on the superlattice 
period of kinetic coefficients) [2-5]. In this paper, the longitudinal Nernst-Ettingshausen effect is studied in superlattices in 
the case of charge carrier scattering by acoustic phonons for magnetic field applied perpendicular and parallel to the plane 
of the layer. Expressions for longitudinal Nernst-Ettingshausen coefficient for quasi-two-dimensional and quasi-three-
dimensional degenerated electron gas are obtained. It has been shown that the longitudinal Nernst-Ettingshausen 
coefficient changes its sign depending on the magnetic field direction. 

 
2. Longitudinal Nernst-Ettingshausen coefficient in superlattices 

 
Consider an electron gas with the cosine dispersion law: 

( ) [ ])cos(1
2 0

22

zak
m
kk −+=
⊥

⊥ εε 
,                                                                    (1) 

here 222
yx kkk +=⊥ , ⊥k  and zk  are longitudinal and transverse components of the wave vector, 0ε  is the half-width of 

miniband, а  is the superlattice constant. 
To calculate galvano- and thermomagnetic tensors, one uses an implicit relaxation time formula, that for acoustic 

phonons scattering is equal to [6]: 

)(1 ε
τ

Ag= ,                                                                                         (2) 

where  
( ) ( ) aZmg 22πεε ⊥=   

is the density of states, 2
00

2
1 ρυπ TkEA = . For degenerate electron gas, ( ) 0ZZ F =ε , 0Z  is determined by the 

topology of the Fermi surface, where Fε  is the Fermi energy. Now using formulas (1) and (2) in the solution of the 
Boltzmann kinetic equation in the semiclassical approximation for superlattices [7], one can obtain analytical expressions 
for the Nernst-Ettingshausen coefficient in an arbitrary magnetic field. 

Longitudinal Nernst-Ettingshausen coefficient in the perpendicular magnetic field is determined from conditions: 
0== yx jj

 
 and

 
0=∇ yT  as follows: 
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It is seen from formula (3) that longitudinal Nernst-Ettingshausen coefficient is determined by the degree of 
miniband filling 0Z and is independent of the magnetic field strength in the perpendicular magnetic field. For quasi-two-

dimensional electron gas 02εε >F , π=0Z , we have: 
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In the parallel magnetic field ( )Bα  is given by: 
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where ( ) 2
0

2
0

21
0 , ammmeB IIII ε==Ω ⊥ . 

It is seen from formula (5) that longitudinal Nernst-Ettingshausen coefficient is non-monotonic with the degree of 
miniband filling. Besides, it follows that longitudinal Nernst-Ettingshausen coefficient changes its sign in the parallel 
magnetic field and takes positive values.  

In the weak magnetic field 10 <<Ωτ , from (5) we get:  
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From formula (6), it is clear that in longitudinal magnetic field longitudinal Nernst-Ettingshausen coefficient 
changes its sign. In the strong magnetic field 10 >>Ωτ  longitudinal Nernst-Ettingshausen coefficient is:
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where u is the charge carrier mobility. 
 
3. Conclusion 

 
Longitudinal Nernst-Ettingshausen coefficient equals zero in the case of the quasi-two-dimensional electron gas. To 

summarize, we consider anisotropy of longitudinal Nernst-Ettingshausen coefficient in superlattices in the case of 
scattering of conduction electrons by acoustic phonons depending on the magnetic field direction. In the longitudinal 
magnetic field, longitudinal Nernst-Ettingshausen coefficient changes its sign. Change in the Nernst-Ettingshausen 
coefficient sign depending on the magnetic field direction is attributed to the effective mass sign.  
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Abstract: In this paper Seebeck effect in quantum well of complex shape for scattering by optical phonons is studied. The 
dependence of the degenerate electron gas thermopower on the parameters of the quantum well is obtained. It is shown 
that thermopower increases with decreasing of the thickness of the quantum well. The dependence of the thermopower on 
the well thickness is connected to the quantum effect - the restrict of the electron motion in a quantum well. 
 
Keywords: thermopower, two-dimensional electron gas, the quantum well of complicated form, phonon scattering. 

 
1. Introduction 

 
Thermoelectric phenomena provide valuable information on electron transport processes. Considerable interest in 

the investigate of the thermoelectric properties of two-dimensional systems increased after the appearance of works in 
which the possibility of an increase in the thermoelectric quality factor was theoretically and experimentally demonstrated, 
owing to an increase in the density of states in low-dimensional systems [1]. In recent years, thermoelectric phenomena 
have been intensively studied in quantum wells of various shapes [2, 3]. In this paper we study the thermoelectric power of 
a quantum well of a complex shape for scattering by optical phonons. 

 
2. Thermopower of the degenerate two-dimensional electron gas in a quantum well 

  
We consider the energy spectrum of a two-dimensional electron gas in a quantum well with 

)(cos2
0 azUU =  potential profile, which has the form: 
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here 222
0 8/ maπε = , a  is the quantum well width, 0U - is the potential energy minimum, n - is the quantum 

number. For the energy spectrum (1), the density state of the two-dimensional electron gas has the form: 
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where )( nεε −Θ - is the Heaviside function. 

In the stationary case, from the condition 0=+ Edif jj  for the thermopower we have 

σ
βα = ,                                                                                               (3) 

where for two-dimensional electron gas conductivity σ  and thermoelectric coefficient β  are equal: 
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here µ  is chemical potential, )(ετ  is the relaxation time, )(εf - the Fermi-Dirac distribution function, e  is the electron 
charge, T is the absolute temperature.  

Taking (4) and (5) into (3), we obtain for the thermopower: 
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As can be seen from (6), the expression for the thermoelectric power includes the relaxation time, which is 
anisotropic in the case when the charge carriers scattered by optical phonons, depends on the components of the wave 
vector and is given by the formula [4] 
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where 0τ  - constant, which is not depend on the energy: 
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∞= − , 0,ε ε∞  - high-frequency and statistical dielectric permittivity. 

In the case of degenerate electron gas, passing formula (7) into expression (6) and integration by ⊥ε , for α  we 
find: 
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The electrical conductivity σ  is given in work [5] and has the form: 
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where n  is the integer part of the number  
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which is found from the condition F nε ε= ( number of filled subbands). 
 

3. Discussion and conclusion 
 

A numerical calculation from Eq. (8) shows that when the main scattering mechanism is scattering by optical 
phonons, which can be considered elastic in low-dimensional systems at temperatures on the order of 100 K [6], the 
thermopower increases with a decrease in the thickness of the well. This is explained by following way: when the 
thickness of the well decrease at increasing the electron momentum, the probability of scattering of charge carriers by 
polar optical phonons decreases. This fact will contribute to an increase in the thermoelectric quality factor, which agrees 
with the results of the experimental work [6, 7]. The thermoelectric power of a two-dimensional electron gas is 
considerably larger than in a three-dimensional one.  

 The dependence of the thermoelectric power on the thickness of the well is connected to the quantum effect - the 
restrict of the motion of an electron in a quantum well and is determined by the parameters of the quantum well 0U  and 
a . 
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Abstract.In [1, 2] the analytic expression for the neutron slowing down spectrum for an isotropic neutron source in slowing 
down neutron-absorbing reactor media was obtained. The expressions obtained for the spectra of slowing down neutrons 
allow us to reinterpret the physical nature of the processes determining the form of the neutron spectrum in the low-energy 
region of neutrons. The effect of the behavior of the elastic and inelastic neutron scattering cross sections of a media nuclei 
and a logarithmic energy decrement on the formation of the maximum of the neutron slowing down spectrum in the low-
energy part of the spectrum is revealed.  

Graphs are presented for the energy spectra of slowing down neutrons in hydrogen and uranium-carbon 
homogeneous media. The graphs are obtained by computer calculation using the theoretical expression from [1, 2] and 
using the GEANT4 code [3]. A comparative analysis of the neutron spectra for uranium-carbon slowing down media 
presented in our work, demonstrates a good agreement between the spectra calculated according to the developed theory 
and the spectra calculated by the Monte Carlo method. 

 
Key words: neutron moderation, neutron spectra 
 

1. The theory of a neutron moderation in neutron moderating and absorbing media, containing 
different kinds of nuclei 

 
According to [1] an analytic solution for stationary balance equation for moderated neutrons may be found as neutron 

flux density. In the case, considered in [1] the expression for the elastically scattered moderating neutron flux density is: 
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where Q(E) is the quantity of neutrons generated with energy E per unit volume per unit time, elΣ - total macroscopic 

cross section of elastic scattering of the moderating medium ( i
el el

i
Σ = Σ∑ , where i

elΣ  macroscopic cross section of the 

i-th nuclide in the moderator medium compound), t s aΣ = Σ +Σ - total macroscopic cross section, sΣ - total macroscopic 

scattering cross section, aΣ - total neutron absorption macroscopic cross section, elξ - modulus of average-logarithmic 

energy decrement for elastic scattering elξ , which is determined by analogy to standard neutron moderation theory, but 
through a new neutron elastic scattering law in [1].  

The expression (1) contains probability function of resonant neutron non-absorption, but now containing 
moderating medium temperature: 

 

( ) ( )

( )
exp

1 3
2

a

E
el t

E dE
E

E E kТ
A

ϕ
ξ

∞
 
 ′ ′Σ

′  = −
  ′ ′Σ + ⋅    

∫  .   (2)  

Given the inelastic scattering law from [2] and performing calculations analogous to the one made for elastic 
scattering in [1], we obtain an expression for inelastically scattered moderating neutrons flux density in the following 
form: 
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where the average-logarithmic energy decrement of inelastic scattering inξ is introduced by analogy to standard neutron 
moderation theory, but through inelastic neutron scattering law from [2]. 

Therefore, considering elastic and inelastic neutron scattering it is possible to obtain an expression for total 
moderating neutrons flux density: 
    ( ) ( ) ( )1 2Ф E Ф E Ф E= + .     (4) 

And the neutron spectrum will be defined by a standard expression: 
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2. The simulation of neutron moderation spectrums in homogeneous uranium-carbon media 

 
For fission reactor environments Q(E) is determined by _fission spectrum of the fission nuclide or fission nuclides 

combination, which may be given by the following expression: 

    ( ) exp( )Q E Q c aE sh bE= ⋅ − ,    (6) 
 
where a, b and q - constants, given in table 1 below, E - neutron energy nondimensionalized by 1 MeV, 

( )
0

Q Q E dE
∞

= ∫ -  total neutrons quantity generated in a unit volume in a unit time. 

    Table 1: Constants determining the fission spectrum for main reactor fission nuclides. 
Constant U235 Pu239 U233 Pu241 
a 1.036 1.00 1.05 ± 0.03 1.0  ± 0.05 
b 2.29 2.00 2.30 ± 0.10 2.20 ± 0.05 
q 0.4527 0.48394 0.46534 0.43892 

 
Fig. 1 shows the energy spectra of neutrons moderating in homogeneous uranium-carbon medium (5% 238U + 

95% C). The theoretical curves were calculated using Eq. (5), and the Monte-Carlo simulated ones were obtained using 
GEANT4 software [3]. The neutron source was determined by Eq. (6) for uranium-235 in all cases. The neutron reactions 
cross-sections for uranium-238 and carbon were taken from ENDF/B-VII.1 [4]. The same simulation also was done for 
homogeneous uranium-carbon medium with different carbon content (0% − 100%). 
 

 
Figure 1: Energy spectrum of the moderating neutrons in uranium-carbon medium (5% 238U + 95% C) calculated using Eq. 

(5) (Theory) and using GEANT4 software. The initial spectrum was that of fission (6). The medium temperature is 600 K. 
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3.  Conclusions 

 
The energy spectra of neutrons moderating in homogeneous hydrogen and uranium-carbon media are presented. 

The graphs were obtained using the analytical expression (5) and the GEANT4 Monte-Carlo code [3]. The comparative 
analysis of the neutron spectra obtained using both methods reveals a good agreement. 
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Abstract. The high energy neutron -nucleus collisions is discussed by means of the multiple - diffraction theory. The 
analysis shows that when the preasymptotic corrections are absent, we have the zero polarisations. In the case of 
diffraction scattering a nonzero polarization of the scattered particles arises, which is related to the logarithmic derivative of 
the differential scattering cross section. Polarization changes sign in those processes whose angular distributions contain 
the second diffraction maximum. It was found that the sign of the polarization change between the quasielastic and deep 
inelastic range of energies. This is due to the interference of spin transfer from the positive and negative scattering angles 
and different signs of polarization associated with positive and negative scattering angles. 

 
Key words: nucleon, scattering, diffraction, spin-orbital interaction, polarization, cross section. 

 
 1. Introduction 
 

        At the present time the theoretical and experimental research leads to the conclusion about the essential role of the 
spin of the particles in the high energy scattering. This makes a basis for the hypothesis about the existence of a non-zero 
polarization research on the future accelerators will provide information about the structure of the nucleon interaction at 
large distances. 
        Polarization of  particles scattered from unpolarized particles can occur primarily due to the spin–orbit interaction 
between the continuum projectile  and the target [1]. The filtration of unpolarized neutron beam through a polarized beam 
of the target will be relatively enriched hadrons with the polarization   direction for which the interaction cross section of 
the smaller, there will be a polarization of the beam in this direction. 
      In this paper we consider the model results for the polarization effects of neutron-nuclei scattering at high energies. 
The spin-polarization effects are used not only as battle probes for determining the accuracy of the model employed, but 
also play a critical role in understanding the spin-dependent interactions involved in the collision dynamics. 
 
        2. Cross - section and polarization function  
 

 The applicability of the Glauber-Sitenko diffraction scattering is determined [2] by the conditions of adiabaticity and 
eikonality. Adiabaticity is the neglect of the nucleus internuclear nucleus motion during the passage of a falling particle 
through it. The eikonal approximation (high-energy approximation) is widely and successfully used to describe the 
scattering of particles in complex nuclei as scattering in a certain continuous optical medium. In this approximation, 
instead of the law of conservation of energy, the law of conservation of the momentum projection holds. This means that 
the movement in the transverse directions is completely neglected. In high-energy scattering, the wavelength of a particle 
is much smaller than the dimensions of the potential. In addition, in the eikonal approximation, no restrictions are imposed 
on the masses and coordinates of the particles, both the final radius and the recoil are considered exactly, and the effect of 
distortion is taken into account only in the phase of the plane wave. Therefore, the eikonal approximation can be used to 
calculate the angular distributions of scattered particles. In the case of elastic scattering in this approximation, the 
scattering amplitude is calculated by the eikonal wave functions. 
       Under the assumption that the kinetic energy of the incident neutron is large in comparison with the binding energies 
of the individual particles, the interaction of the incident particle with the particles of the nucleus can be treated 
independently. The maximum collision frequency is A. With each scattering center, the incident particle interacts only 
once. It can not dissipate at one of the potential centers, then on some other and again at the first. This is due to the fact 
that in the diffraction approximation the particle    propagates only along a straight line and can not be scattered backward.  
 
*) Corresponding author: sajida.gafar@gmail.com 

 
       In the case of a spherically symmetric central field we have the following expression for the scattering amplitudes 

                                                             [ ])(
0 1)(),( bi ceqbbdbJikkf χθ −∫=  .                                                     (1) 

      In terms of the transmitted momentum (1) is as follows 
 

48

Proceedings of PPA Baku, 28 may, 2018

Baku State University

mailto:sajida.gafar@gmail.com
mailto:qgunel150@gmail.com


                                                              bbqbq diikf ΨΓΨ∫= )()exp(
2

)(
π

,                                                  (2) 

                                                                    [ ]∏ −−−=Γ
=

A

j
j

1
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Here q is the momentum transfer, k is the value of the wave vector of the nucleon, b is the impact-parameter vector, 
),...,,( 1 Arrr 2Ψ  is the ground state wave function of the nuclei, )(bΓ is the total nucleon–nuclei interaction profile 

function, )(bjγ is the profile function for the nucleon-nucleon interaction, brackets ||  mean interactions over the nucleon 
coordinates. 
       Using the (2) the elastic scattering cross section is equal to 
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       We use the term ‘spin-flip’ above to denote the abrupt (discontinuous) change in the spin state which can occur when 
a particle emits a photon. There is no deterministic time evolution linking the spin states before and after a spin-flip photon 
emission. If one runs time backwards, the spin does not return from the ‘down’ to the ‘up’ state. There is, however, another 
widely employed usage for the term ‘spin-flip’. This alternative usage is generally employed when discussing nonradiative 
polarization. It simply means a reversal of the spin direction, i.e. a 180˚ spin rotation, but not a discontinuous change of the 
spin state. In this case, there is a deterministic time evolution linking the final spin state to the initial spin state, although it 
may be complicated to calculate. If one runs time backwards, the spin does return to its original state. Indeed, the classical 
spin model is used to describe the spin motion throughout such a spin-flip process.  
         At sufficiently high energies of the relative motion of the colliding nucleons, we can confine ourselves to the first 
Born approximation.  The scattering amplitude f is elements of the 2 x 2 matrix, which can be expressed in terms of the 
Pauli matrices  σ and the identity matrix E 
 

                                                 )(E hσ+= gf .                                                                    (5)  
     

         In (5), the factor g corresponds to an interaction independent of spin, and the vector h to the interaction causing the 
reorientation of the spin [3]. 
         Due to the spin dependence of the interaction, the scattering cross section can depend on the polarization of the 
incident particle and on the polarization of the target. Using the definition of the differential scattering cross section we 
obtain that  

                                    

                                          ( ) { } ( ) ( )( )22cos)(1, θθφθϕθσ hgP ++= ,                                         (6) 

                                                               
)(

)Re(2)(
*

θ
θ

I
hgP =  .                                                                  (7) 

 
          In the scattering of unpolarized neutrons on nuclei, polarization of elastically scattered neutrons arises. Since the 
scattering amplitude contains a term that depends on the orientation of the spin, and a term that does not depend on the 
spin orientation, the polarization is due to interference between these two scattering parts. Large values of the degree of 
polarization (the absolute value of the polarization vector is called the degree of polarization) are possible in the case when 
the interference value is comparable with the scattering cross section. 
        The model prediction for the polarisation of elastic n-9Be  scattering, corresponding to the experimental data at  
neutron energy 350 MeV [4] is shown in fig.1. Note that the model predicts a large polarisation at high energies in the 
range of the diffraction peak.   The polarization vector of particles scattered on nuclei with zero spin is always 
directed perpendicular to the scattering plane. It should be noted that the polarization parameter decreases with 
increasing energy at small momentum transfers, since with increasing energy the region of small momentum 
transfers increasingly corresponds to the collinear configuration of the scattered particles, and the polarization 
must be zero. The analysis shows that when the preasymptotic corrections are absent, we have the zero 
polarisations. It is important to emphasise that the case of the nucleon-nuclei scattering the leading asymptotic 
terms of the spiral amplitudes is also determined by the contribution of the quark cluster with the evident 
replacement of )(qf  by the pion-nucleon scattering amplitudes. 
     Large values of the degree of polarization (the absolute value of the polarization vector is called the degree 
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of polarization) are possible in the case when the interference value is comparable with the scattering cross 
section. 
 

 
       The analysis performed shows that in this case the reliable results of the predicted spin effects should be expected at 
an energy above 350Mev. At a lower energy the agreement of the theory with experiment can be only qualitative.  
      If polarization measurements were performed as a function of energy, it was found that the sign of the polarization 
varies between the quasielastic and deep inelastic regions of energy. This is explained by the interference of spin transfer 
from positive and negative scattering angles [5]. Different polarization signs are associated with positive and negative 
scattering angles and the polarization can be zero if there is a balance of scattering from both sides. 
     It has been shown in the works [6, 7] that polarization function arises from the quantum spin-entanglement of the 
projectile-target system in addition to the separable total spin  depending on the collision energy and scattering angle. 
 
 
    3. Conclusion 
 
      Spin effects are important from the point of view of studying the structure of particles, in particular, the problem of the 
relationship between the spin of a particle and the spin of its components and the interaction mechanism of the 
components. A qualitative description of the polarization of hyperons is explained by the spin-orbit interaction in a scalar 
field that connects quarks within the hadron. 
      Experiments on the study of polarization effects are carried out in all accelerators. After the experimental discovery of 
a number of important spin effects, taking into account the spin degrees of freedom became a necessary part of the 
theoretical analysis. The spin dependence of forces between nucleons is the need for a large number of experiments to 
determine the interaction. If this dependence is absent, the scattering experiments could identify only a single value for 
each scattering angle and energy - the differential cross section. 
     Using different hypotheses about the property of the nucleon interaction at large distances a number of model 
approaches lead to the nondisappearing polarization in high -energy processes at small transfer moment.  
       We assume that the considered scaling property for polarization processes rejects selfsimilarity of the spin structure of 
the colliding objects, interaction mechanism of their constituents, and process of fragmentation of the polarized 
constituents in the final state 
      The study of spin phenomena gives more rich information than the study of spin-averaged quantities, and the quantities 
measured in the corresponding experiments are more fundamental, which allows for a detailed analysis of various 
theoretical concepts and approaches. 
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Abstract. In this paper the approximately analytical bound state solutions of the Dirac equation with the Hulthén 
potential for arbitrary spin–orbit coupling quantum number k are carried out by taking a properly approximate expansion for 
the spin–orbit coupling term. In the case of exact spin symmetry, and pseudospin symmetry the associated two-component 
spinor wave functions of the Dirac equation for arbitrary spin–orbit quantum number k  are presented and the 
corresponding bound state energy equation is derived.  The bound state energy eigenvalues and the corresponding spinors 
are obtained in the closed forms. 
 
Key words: Hulthén potential, exact spin symmetry, pseudospin symmetry 
 

1. Introduction 
 

One of the primary goals in the quantum mechanics is to find exact solutions of the stationary wave equation, for 
example Dirac equation because they contain all the necessary information on quantum system consideration. Since the 
wave function contains all essential information for full description of a quantum system, therefore, an analytical solution 
of the Schrödinger, Klein-Fock-Gordon and Dirac equations  is of high importance in quantum mechanics [1]. There are 
few potentials for which the Dirac equation are able solved exactly for any spin-orbit coupling quantum number k . 

 However, analytic solutions are possible only for a few simple quantum systems like the movement in the spherical 
simmetrical field and the linear harmonic oscillator. In general, many quantum systems can only be treated by 
approximation methods or numerical solutions.  

As known, one of the main purpose in theoretical physics since the early years of quantum mechanics (QM) is to 
obtain an exact solution of the Dirac equation for some special potentials in physical interest. It would be interesting and 
an significant to solve the Dirac equation  for the  Hulthén potential any spin-orbit coupling quantum number k  in cases 
exact spin and  pseudospin symmetry. Hulthén potential for spin-orbit quantum number k since it has been extensively 
used to describe the bound and continuum states of the interacting systems. The pseudospin symmetry with the nuclear 
shell model has been introduced many years ago and it has been widely applied to explain and describing of phenomena in 
nuclear physics and related others areas. 

It is very significant  to notice that Dirac eduqtion for the  Manning-Rosen  and Hulthén potentials are studied in 
Refs. [2,3].  In Ref.[4] a complete solution of the problem of squaring the Dirac equation with arbitrary external 
electromagnetic field is expounded.  

 Therefore, it would be interesting and important to solve Dirac equation for the Hulthén potential since it has been 
extensively used to describe the bound and the continuum states of the interaction systems.  

Thus, the main purpose of our investigation is the analytical solution of modified Dirac equation for the Hulthén 
potential for arbitrary spin–orbit quantum number k  in the case of exact spin symmetry and pseudospin symmetry within 
quantum mechanics using Nikiforov-Uvarov (NU) method[5]. This method is based on solving the second-order linear 
differential equation by reducing to a generalized equation of hypergeometric-type which is a second-order type  
homogeneous differential equation with polynomials coefficients of degree not exceeding the corresponding order of 
differentiation. 

The Hulthèn potential is defined by [6,7]  
 

)e1(
eZe)r(V r

r2

H δ

δδ
−

−

−
−= .                                                                                             (1) 
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Here Z  and δ  are respectively the atomic number and the screening parameter, determining the range for the Hulthèn 
potential. 
The Hulthèn  potential is one of the important short-range potentials in physics, extensively using to describe the bound 
and continuum states of the interaction systems. It has been applied to the several research areas such as nuclear and 
particle physics, atomic physics, condensed matter and chemical physics, so the analyzing relativistic effects for a particle 
under this potential could become significant, especially for strong coupling.  At small values of the radial coordinate r , 
the  Hulthèn potential behaves like a Coulomb potential,  whereas for large values of  r  it decreases exponentially so that 
its influence for bound state is smaller than, that of Coulomb potential. In contrast to the Hulthèn potential, the Coulomb 
potential  is analytically solvable for any l   angular momentum. Take into account of this point will be very interesting 
and important solving Dirac equation for the  Hulthèn potential for any  l states within ordinary   quantum mechanics. 
 

2. Bound states of the Hulthèn potential with arbitrary k  
 
The Dirac equation of a nucleon with mass M moving in an attractive scalar potential )r(S  and a repulsive vector 

potential )r(V can be written as )1( == c : 
[ ] [ ] )()()())(( rrVErrSMp ψψβα −=++


                                                            (2) 
where E  is the relativistic energy of the system, and  α and β  are the 4×4 Dirac matrices. 

For spherical symmetrical nuclei, the total angular momentum of the nucleon J and spin–orbit matrix 

)1ˆˆ(ˆ +⋅−= LK σβ  commute with the Dirac Hamiltonian 0]ˆ,ˆ[ =KH D , where L  is the orbital angular momentum. The 
eigenvalues of K are )2/1( +±= jk , where 0)2/1( <+−= jk  is for the aligned spin ),,(2/1 2/32/1 etspslj +=  and 

0)2/1( >+= jk  is for the unaligned spin ),,(2/1 2/32/1 etsdplj −= . The complete set of the conservative quantities 

can be taken as ),,,( 2
zJJKH  and the spinor wave functions can be classified according to their angular momentum k,j   

and the radial quantum number n . The spherically symmetric Dirac spinor wave functions can be written as 
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where the upper and lower components  )(rFnk  and )(rGnk  are real square-integral functions, ),( ϕθl
jmY  and 

),(
~

ϕθl
jmY  are the spherical harmonic functions, and m  is the projection of the total angular momentum on the third axis, 

and ),1()1( +=+ kkll  )1()1~(~
−=+ kkll  

The substitution of Eq. (3) into (2) yields two coupled differential equations as follows: 
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By eliminating )(rGnk  in Eq. (4) and  )(rFnk  in Eq. (5), one is able to obtain two second-order differential 

equations for the upper )(rFnk  and lower )(rGnk   components as follows: 
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here  )()()( rSrVr −=∆  and )()()( rSrVr +=Σ . 
Now, let us consider the exact spin symmetry, in this case 0dr/d =∆  then const=∆ . In this work we take 

)r(Σ  as the Hulthén potential, )r(V)r( H=Σ  
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Substituting Eq. (8) into Eq. (6) then we obtain: 
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This equation cannot be solved analytically except for s-wave 1−=k   case due to the spin–orbit coupling term 

0r/)1k(k 2 →+ . Therefore, we must use a proper approximation to spin–orbit coupling term. For the solving this 
problem in this work we apply a new approximate scheme to the centrifugal term [8-10] 
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where the parameter 12/1C0 =  [11], is a dimensionless constant. However, when 0C0 = , the approximation scheme 
becomes the convectional approximation scheme suggested by Greene and Aldrich [12]. 

Substituting expression (10) into (9)  then we obtain: 
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Main aim to transform Eq. (11) the equation of the generalized hypergeometric type which is in the form: 
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The Eq.(11) can be further simplified using a new variable res δ−= . Taking into account, that here ]1,0[r∈  and 
]0,1[s∈ , then we obtain: 
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Here we use following ansats in order to make the differential equation more compact, 
( )
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Now, NU method can be successfully applied to define the eigenvalues of energy. By comparing Eq.(13) with 
Eq.(12) and applying Nikiforov-Uvarov metod  after this a long and  cumbersome calculations for energy spectrum we 
find: 
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Take into account (14) into (15),  then for energy spectrum we obtain: 
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If in the Eq.(16) we take 0C0 =  then we directly obtain result [3]. 
If we take the following factorization 

)s(y)s()s(Fnk φ=                                                                              (17) 
for the appropriate function )s(φ , Eq.(13) takes the form of the well-known hypergeometric-type equation. The 
appropriate  )s(φ  function has to satisfy the following condition: 
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where function )(sπ  is defined as 
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Finally for  )(sπ  we found: 
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Solving the Eq.(18) then for )s(φ  we found: 

Kc sss )1()( −=φ .                                                                               (21) 

Here, 1+= kK , and )1(2 ++= kkc β . Then for )s(φ  finally we obtain: 
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Furthermore, the other part of the wave function )(sy is the hypergeometric-type function whose polynomial; solutions 
are given by Rodrigues relation 
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where nC  is a normalizing constant and )(sρ   is the weight function which is the solution of the Pearson differential 
equation. The Pearson differential equation and  )(sρ  for our problem is given as 

τρσρ =)'( .                                                                             (24) 

It is easy to find the second part of the wave function from the definition of weight function. Thus,   solving the Eq.(24)  

very easy  we found the second part of the wave function in this form: 
cK sss 212)1()( −−=ρ .                                                                  (25) 

 
Substituting Eq.(25) in Eq.(23), we get 
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Finally substituting  )s(φ  and )(sy   into  Eq.(17), then for the )(sFnk  eigenfunctions we obtain: 
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After simple calculations, we obtain normalization constant as 
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In the case of exact pseudospin symmetry in Eq. (7) we take ,0/)( =drrdΣ and constcr ==)(Σ , then Eq.(7) we 
can write in this form: 
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here  lk ~
−=   for 0<k   and  1~

+= lk  for 0>k  , )(r∆  is the Hulthèn potential.  The energy eigenvalues depend 

on n  and l~ , )1~(~,( += llnEEnk . The eigenstates with 2/1~
±= lj  are degenerate for 0~

≠l  which is well known as 
the exact pseudospin symmetry. Here, also as above Eq.(16) cannot be solved exactly for the Hulthén potential for 0k ≠  
by using the standard methods. Therefore, the solving this problem we apply a new approximate scheme to the centrifugal 
term presented in Eq.(27). 

Thus, solving Eq.(27) by NU method for the energy eigenvalues obtain: 
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To take into account in the case exact pseudospin symmetry 2β  defined in this form: 
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Substituting expression (29) into (28)  then we obtain: 
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For arbitrary spin–orbit coupling quantum number 0≠k  in the exact pseudospin symmetry case )(sGnk  
eigenfunctions of this potential defined in this form: 

)21()1()( )1~2,2(~
sPssCsG Kc

n
Kc

nnk −−= − .                                              (31) 

Where kK =
~

 
As is seen from Eqs.(16,27) and (30,31) energy spectrum and eigenfunctions very sensitive the choosing spin–orbit 

coupling quantum number k . 
 
 
3. Conclusion 
 
In this work, we have presented the bound state solutions of the Dirac equation for the Hulthén potential within the 

framework by using the developed scheme to overcome the centrifugal part. 
For arbitrary spin–orbit coupling quantum 0≠k  state, we have obtained the energy eigenvalues and Dirac spinors 

in the closed form for the case of the exact spin symmetry and exact pseudospin symmetry cases. The analytical formulas, 
given by Eqs. (16,27,30,31) may have interesting applications in nuclear and particle physics and related areas. Regarding 
the method presented in this study, we should point out that it is a systematic one and it is very efficient and practical in 
solving the exact spin and pseudospin symmetric systems for any spin–orbit coupling quantum 0≠k  state. 

A closed form of the normalization constant of the wave functions is also found. The energy eigenvalues and 
corresponding eigenfunctions are obtained for arbitrary 0k ≠  spin–orbit coupling quantum number and rn  radial 
quantum numbers. 

It is worth to mention that the Hulthén potential is one of the important exponential potential, and it is a subject of 
interest in many fields of physics and chemistry. The main results of this paper are the explicit and closed form 
expressions for the energy eigenvalues, eigenfunctions and the normalized wave functions. The method presented in this 
study is a systematic one and in many cases it is one of the most concrete works in this area. 

Consequently, studying of analytical solution of the modified Dirac equation is obtained for the Hulthén potential 
within the framework quantum mechanics could provide valuable information on the  dynamics at nuclear, atomic and 
molecule physics and opens new window. 

We can conclude that our analytical results of this study are expected to enable new possibilities for pure theoretical 
and experimental physicist, because the results are exact and more general. 
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Abstract. In the present study, the influence of the temperature–time mode of crystallization (TTC) on the electrophysical 
properties of polymer-based PP+Fe3O4 nanocomposite materials was investigated. Also, the effect of the temperature-time 
mode of crystallization of nanocomposites on the negative magnetoresistance (NMR) effect that observed in this material was 
investigated. It was found that dielectric permittivity of polymer nanocomposites rises with increasing of cooling rate.  The 
cooling rate of nanocomposites after hot-pressing also affects the NMR effect of these materials. The conductivity of the 
material under the influence of magnetic field improves with increasing of its cooling rate, which leads to increasing of NMR 
effect. 
 
Key words: Isotactic polypropylene, magnetite, dielectric permittivity, negative magnitoresistance 
 

1. Introduction 
 
Electronic materials are the foundation of the devices we use daily to make our lives easier and more productive 

and are a key building block for the technologies of the future. As we demand more capability from these devices— 
working at room temperature, with high elasticity, low cost smaller components, —the need grows for correlated physical 
and electrical characterization at the nanometer scale.  

Spintronics, also known as spin electronics, is the study of the intrinsic spin of the electron and its associated 
magnetic moment, in addition to its fundamental electronic charge, in solid-state devices. The spin-dependent conduction 
of ferromagnetic materials in heterostructures gives rise to new phenomena such as giant magnetoresistance (GMR) in 
magnetic multilayers or tunnel magnetoresistance (TMR) in magnetic tunnel junctions [1-2]. The system in which the non-
magnetic insulating polymer serves as a matrix, while magnetic inorganic materials are used as the fillers is potential new 
materials for spintronics. The polymer layer between two ferromagnetic nanoparticles plays the role of the potential barrier 
for electron transportation. Under the influence of the external magnetic field, the spin of the ferromagnetic nanoparticles, 
distributed in the polymer matrix is oriented in the same direction[3]. If the magnetizations are in a parallel orientation it is 
more likely that electrons will tunnel through the insulating film than if they are in the oppositional (antiparallel) 
orientation. Consequently, such a junction can be switched between two states of electrical resistance, one with low and 
one with very high resistance.  

The electric conductivity and other electrophysical parameters of the nanocomposites significantly depend on the 
interphase layer between the matrix and filler. Formation of the conduction channel in the binary nanosystem mostly 
depends on the interfacial contact area between the two conducting nanograin. In the present work, we studied the 
influence of the temperature–time mode of crystallization (TTC) on the structures and electrophysical properties of 
polymer-based nanocomposites  PP+Fe3O4. 

 
Materials and Methods 
2.1. Materials 

 

Isotactic polypropylene (PP grade Moplen HF500N, homopolymer); density - 0,92g/cm3 at 250C, Mw = 250000, 
Mn = 67000, Melt Mass-Flow Rate- MFR = 11,5g /10 min (2300C, 2.16 kg), melting T = 1620C. Fe3O4 nanopowder with 
size 7-15nm[1]. 
 

2.2. Synthesis of magnetic polymeric nanocomposites 
 
The polymer nanocomposite materials were prepared as follows: isotactic polypropylene was solved in toluene 

solvent, at a temperature 1200C. Magnetite nanoparticles were added to the polymer solution at different weight contents 
(1%, 5%, 7%, 10%) and stirred for two hours in order to prepare a homogeneous mixture. The mixture was transferred to a 
Petri dish and dried in a vacuum oven during the day. From these samples by hot-pressing at the melting temperature of 
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polypropylene and a pressure of 10 MPa were obtained 100 micron thin film. Cooling of the film after hot pressing was 
carried out at 3 modes: cooling by liquid nitrogen (cooling rate 20000 /min); cooling in water (cooling rate 200°/min) and 
the slow cooling under press for 24 hours (cooling rate 20 /min)[4]. 
 

2.3. AFM analysis 
  
The morphology of the nanocompositeswas studied using atomic force microscopy Integra Prima (NT-MDT, 

Zelenograd). For the scan used special silicon cantilevers fabricated by plasma etching method with the needle radius of 
curvature of 20 nm and the resonance frequency of 1-5 Hz. Scan size was 2×2 mm. The measurements were performed in 
the semicontact microscopy mode in air, needle change of the cantilever oscillation amplitude was fixed, determining the 
surface topography. The scanning speed and the number of scanned lines of the imageare respectively 256 and 1,969 Hz 
 

2.4. Method for measuring dielectric properties 
 
The frequency dependences of the dielectric permittivity and dielectric losses tangent were measured at a 

temperature T = 298 K in the frequency range f = 102–106 Hz using the dielectric spectroscopy (MNIPIЕ7-20). 
 
3. Results and discussion: 
 
The influence of the temperature–time mode of crystallization (TTC) on the morphology and properties of the 

PP+Fe3O4 based nanocomposite was also investigated.  
 

 
Fig.1. 3D AFM surface images of PP+Fe3O4nanocomposites prepared in different TTC mode: a)β=20°/min; b)β=200°/min c) 

β=2000°/min 
 

 
Fig. 2 Histogram of surface roughness of PP+Fe3O4nanocomposites prepared in different TTC mode: a)β=20°/min; b)β=200°/min 

c) β=2000°/min 
 

Fig.1 shows 3D AFM images of PP+Fe3O4nanocomposites obtained by different temperature-time mode of 
crystallization. AFM study shows that the root means square roughness of the PP+Fe3O4 samples are 90–95, 40, 20 nm for 
β=20°/min, 200°/min and 2000°/min cooling rate, respectively(Fig2). It can be concluded from the AFM images that, in 
samples quenched in liquid nitrogen (β=2000°/min) formed smaller crystallites than in the case of the other two modes. 
During slow cooling of the alloy, the polymer macromolecules find ways of creating a regular and large supramolecular 
structure around nanoparticles. With the increase of the cooling rate of the alloy, the polymer macromolecules are without 
the possibility of to form a regular supramolecular structure and ultimately the structural elements on the surface of the 
nanocomposite become smaller. 

Fig3. shows the dependence of the permittivity (ε) on the frequency for the composite based on  PP + 
Fe3O4obtained by different temperature-time mode of crystallization.It can be seen from figure that the dielectric 
permittivity of the composite rises with the increasing of the cooling rate.It related to the supramolecular structure of the 
polymer. The dielectric permittivity and dielectric loss tangent of polymer nanocomposites depend on the structure of the 
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polymer[5]. Dielectric relaxation of polycrystalline polymer-PP depends on its degree of crystallinity. With decreasing 
amorphous phase of the polymer, the dielectric permittivity and dielectric loss tangent also decrease. 

 
Fig.3. Frequency dependence of the dielectric constant ofPP+Fe3O4nanocomposites prepared in different TTC mode:a)β=2000°/min; 

b)β=200°/min c) β=20°/min 
 

Previous studies have shown that the degree of crystallization decreases with increasing of cooling rate. This 
agrees with the value of dielectric permeability, depending on the TTC mode. fig.4 demonstrate frequency dependence of 
the dielectric loss tangent of PP+Fe3O4 nanocomposites prepared in different TTC mode. The value of the dielectric loss 
tangent of the composite increases with the increase in the cooling rate. This result corresponds to the result obtained from 
theε(β)dependence. 

 
Fig.4. Frequency dependence of the dielectric lost tangent ofPP+Fe3O4nanocomposites prepared in different TTC mode:a)β=20°/min; 

b)β=200°/min c) β=2000°/min 
 

Depending on the temperature-time mode of crystallization magnetoresistance effect of polymer nanocomposites 
based on PP+Fe3O4 was investigated. Fig.5 demonstrates the dependence of negative magnetoresistance of 
PP+Fe3O4nanocomposites produced in different TTC mode on cooling rate. The magnetoresistance ratio, defined as: 

𝜟𝝆/𝝆𝟎 = [(ρ(𝑯) − 𝝆(𝟎))/𝝆(𝟎)] · 𝟏𝟎𝟎% 
Here ρ(H) andρ(0) represent the resistivities in the presence and the absence of a magnetic field, respectively. We 

presented next a summary of the experimental results, given in table 1. 
 

Table1. Depending of magnetoresistance of PP+Fe3O4 based nanocomposites prepared in different temperature-time modes 
of crystallization on cooling rate. 

Samples Cooling rate ρ0(10
-8

) ρ(H)(10
-8

) Δρ(10
-8

) Δρ/ρ0 

PP+7%Fe3O4 β=20 9,2 9,1 -0,1 -0,011 

PP+7%Fe3O4 β=200 9 7.2 -1.8 -0,2 
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PP+7%Fe3O4 β=2000 9,3 4,5 -4,8 -0,516 

 
The electrical resistance of the PP+Fe3O4 based nanocomposite was found to reduce strongly with increasing cooling rate, 
under the influence of a magnetic field. 
 

 
Fig5. The dependence of magnetoresistanceof PP+Fe3O4based nanocomposites prepared in different temperature-time modes of 

crystallization on cooling rate.  
 
The electric conductivity and other electrophysical parameters of the nanocomposites significantly depend on the 

interphase layer between the matrix and filler. Formation of the conduction channel in the binary nanosystem mostly 
depends on the interfacial contact area between the two conducting nanograin[6]. As already noted, with an increase in the 
cooling rate, the size of the structural elements decreases. Reduction of the thickness of the isolator barrier leads to an 
increase in the number of the charge carriers passing through that barrier under influence of the external magnetic field. 
Consequently, the electrical resistance of this nanosystem reduced under the external magnetic field.  

 
Conclusion 
 

Polymer-based PP+Fe3O4 nanocomposite was obtained in various temperature-time modes of crystallization.  The 
structure of nanocomposites was investigated by AFM. It was found that with the increase of the cooling rate of the 
nanocomposites grinding of the structural elements are takes place. The dielectric properties of the polymer-based 
PP+Fe3O4 nanocomposite were studied. The dielectric permittivity of the composite rises with the increase of the cooling 
rate.The dielectric relaxation of polycrystalline polymer-PP depends on its degree of the crystallinity. With the decrease in 
the amorphous phase of the polymer, the dielectric permittivity and dielectric loss tangent also decrease. Depending on the 
temperature-time mode of the crystallization the magnetoresistance effect of polymer-based PP+Fe3O4 nanocomposites 
was also investigated. The electrical resistance of the PP+Fe3O4 nanocomposite was found to reduce strongly with 
increasing cooling rate, under the influence of the magnetic field. Reduction of the thickness of the isolator barrier leads to 
an increase in the number of the charge carriers passing through that barrier under influence of the external magnetic field. 
Consequently, the electrical resistance of this nanosystem is reduced under the external magnetic field. 
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Abstract. In the work, the pseudospin symmetric solutions of the radial Dirac equation are studied for the Wood-Saxon 
potential by using the Pekeris approximation. The energy eigenvalues and radial wavefunctions are found for any k - state 
via the Nikiforov-Uvarov method. Furthermore, a finite number energy spectrum depending on the depth of the potential 0V , 
the radial n  and the spin - orbit coupling k  quantum numbers and parameters psCaR ,,0  are identified as well. 
 
Key words: Pseudospin symmetry, Wood-Saxon potential, Dirac equation 
 

1. Introduction 
 

The spin and pseudospin possess the invariant symmetries in the Dirac Hamiltonian. Spin symmetry or spin doublet 
leads to degeneracy between two states with quantum numbers ),,( sljln −=  and ),,( sljln += . These two states 
are considered as a spin doublet with ),,( sljln ±= . Here ),,( jln  and s  are radial, orbital angular momentum, total 
angular momentum, and spin quantum numbers, respectively. The spin symmetry is used to explain the spectrum of 
antinucleon in a nucleus and small spin-orbit splitting in hadrons. Pseudospin symmetry or pseudospin doublet causes 
degeneracy between two states with quantum numbers )2/1,,( += ljln  and )2/3,2,1( +=+− ljln . These two 

states are regarded as a pseudospin doublet with quantum numbers )~~~,1
~

,1~( sljllnn =+=−= ,where l
~

 and 
2/1~ =s  are pseudoorbital angular momentum and pseudospin quantum numbers, respectively. The pseudospin 

symmetry is used to explain deformation, identical bands, magnetic moment, and effective shell-model in the nuclear 
structures. 

The pseudospin symmetry was studied firstly in non-relativistic framework [1, 2], and then in relativistic mean field 
theory. There were reported the comprehensive investigations for spin and pseudospin symmetries in the Refs. [3, 4]. An 
analytical solution of the radial Dirac equation with a physical potential is of paramount importance in relativistic quantum 
physics since the wave function and its associated eigenvalues contain all necessary information for full description of a 
quantum system. Hence it would be interesting and important to solve the radial Dirac equation for Woods-Saxon potential 
in any arbitrary spin-orbit coupling (SOC) number k , since it has been extensively utilized to describe the bound and 
continuum states of the interacting systems. 

Woods and Saxon proposed a potential to describe the distribution of 20 MeV protons on the heavy nuclei, such as 
platinum or nickel. The Woods-Saxon potential that was widely used to study the nuclear structure within the shell model 
has received significant attention in nuclear mean field model. In the present work, motivated by the Woods-Saxon 
potential is of the most realistic short - range potential in physics, the bound state solutions of the Dirac equation for the 
Woods-Saxon potential with pseudospin symmetry is presented. The standard Woods-Saxon potential [5] is defined by 

a
RrWS

e

VrV
0

1

)( 0
−

+

−= ,                                                                      (1) 

where 0V  is the potential depth, 0R  is the width of the potential, a  is the surface thickness. Hence, the quasi-exact 
solution of the Dirac equation is studied for the Wood-Saxon potential under the framework of Nikiforov-Uvarov (NU) 
method [5]. By using the Pekeris approximation, the bound state energy eigenvalues and corresponding upper and lower 
radial wave functions are found for arbitrary spin-orbit coupling (SOC) number k under pseudospin symmetry. 
 

2. Pseudospin symmetric solution of the radial Dirac equation 

In the presence of an attractive scalar )(rS  and a repulsive vector )(rV  potentials, the Dirac equation for a nucleon 
with mass M  is written as follows 

)()()]())((ˆ[ 2 rErrVrSMcpc


ψψβα =+++⋅ ,                                               (2) 
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where E  is the relativistic energy of the system, ∇−=





ip̂  is the momentum operator, α


 and β  are the 4 × 4 Dirac 
matrices, while α


 is defined in terms of 22×  σ

  - Pauli spin matrices, and β  is described in terms of 22×  I  unit 
matrices: 
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For a spherical symmetrical nuclei, the total angular momentum operator Ĵ


 and spin-orbit coupling operator 

)ˆ(ˆ 

+⋅−= LK σβ  commute with Dirac Hamiltonian, where L̂


 is orbital angular momentum operator. Then 

)ˆ,ˆ,ˆ,ˆ( 2
zJJKH


 can be taken as a complete set of the conservative quantities. Hence, the spinor wavefuncnions can be 

written according to radial quantum number n  and SOC number k  as 
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where )(rFnk  and )(rGnk  are the upper and lower radial wave functions, respectively. ),( φθl
jmY and ),(

~
φθl

jmY  are the 

spin and pseudospin spherical harmonics, respectively. The eigenvalues of spin-orbit coupling operator K̂  is equal 
)2/1( +±= jk , i.e.  
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Substituting Eqs.(3) and (5) into Eq.(2) and by using the following expressions 
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we obtain two radial coupled Dirac equations  
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By elimating )(rGnk  in Eq.(11) and )(rFnk  in Eq.(12), two different second order differential equations have been 
obtained for the upper and lower radial wave functions, respectively 
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where )()()( rSrVr −=∆ , )()()( rSrVr +=Σ , )1()1( +=+ llkk  and )1
~

(
~

)1( +=− llkk . 
It should be noted for the Woods – Saxon potential, the above upper and lower radial Dirac equations (13) and (14) 

cannot solve the analytically in the general case. However, in the case of spin and pseudospin symmetry, the second order 
differential equations can be solved analytically with Woods-Saxon potential. 

In the pseudospin symmetry we obtain: 0)( =drrdΣ  or constCrSrVr ps ==+= )()()(Σ . 

By substituting the expression )()( rVCrS ps −=  into the Eq. (14), one gets the following form equation:  

0)(
))()(2()1(

22

22

22

2
=











 +−+−+
−

−
− rG

c
CEMcCrVEMc

r
kk

dr
d

nk
psnkpsnk


.                        (15) 

The potential )(rV  can be taken as )(
2
1)( rVrV WS= . It should be noted that this choice for the potential )(rV  

enables us to reduce the resulting relativistic bound state solutions (relativistic energy spectrum, upper and lower 
wavefunctions) to their non-relativistic limit under appropriate transformations.

 

Because of the SOC term that is, 

2
)1()(

r
kkrVso
−

= , the Eq.(15) cannot be solved analytically, except for 0=k  and 1=k  cases. Therefore, the following 

approximation which is called the Pekeris approximation [5] is applied to the SOC term in any arbitrary k  state
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where 210 ,, CCC  are constants and their quantities depend on aR ,0 , which specific potential parameters were defined 
as [8-10]:  
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After substituting the expression Eq.(16) and the Woods-Saxon potential Eq.(1) into Eq.(15), and new variable of 
the form 1)( )1( −−+= aRrez , it is found as 
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According to the NU-method, the following expression is obtained for defining energy eigenvalues: 
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where n  is radial quantum numbers, ,2,1,0=n . 
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Substituting the Eqs.(19) - (21) into Eqs.(22), one can find energy eigenvalues knE  as 
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Hence, according to the NU method )(zGnk  is obtained as the following form for the lower radial Dirac wavefunctions 

)21()1()( )~~~2,~2(~~~~ 222222
zPzzCzG nnknk −−= +−+− γνµµγνµµ ,                                (25) 

where nkC  is the normalization constant, )21()~~2,~2( 22
zPn −−νµµ  is the Jacobi polynomial. 

The upper radial wave function )(rFnk  can be obtained as: 
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where psnk CMcE −≠ 2 . 

Finally, according to the Eq.(24), the nonrelativistic limit of the energy eigenvalues nkE  is in the following form: 
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It should be noted that the Eq. (27) is the same as the energy eigenvalues expression in Ref. [9]. 
 

3. Conclusion 
 

In this work we have studied the pseudospin symmetry of the Dirac particles subjected to scalar and vector Woods-
Saxon potentials by using the Pekeris - type approximation scheme to the pseudo-centrifugal term for any arbitrary spin-
orbit coupling (SOC) number k . The approximate energy eigenvalues and corresponding upper and lower radial functions 
for bound states have been obtained by the Nikiforov - Uvarov method. The energy eigenvalues depending on a,R,V 00  
and psC  parameters have a finite number of energy spectrum for the Wood-Saxon potential. So, it puts some limitation on 
the potential parameters during the solution of the bound states within the framework of relativistic quantum mechanics. 
The nonrelativistic limit of the energy eigenvalues and corresponding eigenfunctions agree with previous ones obtained 
Ref.[9]. 
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Abstract. A theory of three-wave parametrical amplification in metamaterials is developed  in the second order  
dispersion theory  taking into account effects  of group velocity  mismatch (GVM) as well as  group velocity 
dispersion(GVD) on the wave propagation process  . The process of nonlinear interaction of a ultrafast  pulse with a 
longer pulse of   high intensity idler wave  is considered for the case when refractive index is negative at  frequency of  
signal wave . Analytical expressions for the amplitude,  spectral density  and energy of signal wave are  obtained in 
the constant field approximation.  Effects  of GVM  and GVD on the spectral density  and energy of  signal wave  are 
discussed . It was found that at larger nonlinear lengths or when characteristic lengths of group velocity mismatch  
and  group velocity dispersion are less than the nonlinear length of medium the  excited pulse is separated into 
several spikes. In some cases energy transferred  from pump and idler waves to the signal wave becomes 
significantly  greater in the presence of  GVM  and  GVD  in comparison with the  their absence .   
 
Key words: Metamaterials,  non-stationary  parametric amplification, dispersion theory,   group velocity  mismatch, group 
velocity dispersion 
 

1. Introduction 
 
The growing interest in nonlinear properties of negative index materials (NIM) is motivated by specifics   

on the interaction of electromagnetic waves with those materials [1-3] . Distinctly from usual nonlinear media in 
metamaterials the Poynting vector, characterizing the energy flux has opposite direction to the wave vector. 
Therefore  different signs of refractive index correspond to different frequency intervals of  the  interacting waves. 
Therefore the energy fluxes of the waves with a positive sign of refractive index will propagate in opposite direction 
to those with frequencies corresponding to a negative sign of refractive index. By the authors [4]  the generation of 
harmonics in metamaterials has been studied. Using constant intensity approximation (CIA) [5,6 ] authors were 
studied the second and third harmonic generations in the metamaterials. The dynamics of three wave interaction in 
negative index materials ( NIM ) was considered  for the case of second harmonic generation in [7]. In the works 
[8,9 ]  the results which are  being used for the developments the metamaterials in the near IR and visible ranges of  
spectrum were obtained. Note that ,metamaterials are characterized with the presence of large losses. By the authors 
[10] has been proposed the method that has allowed  to amplify a signal attenuated due to losses.   The feasibility of 
parametric amplification using three-wave interaction for compensation losses in NIM was considered in [11] . 
Earlier we have analyzed  the efficiency of energy conversions between two direct waves with respect to the energy 
of the backward signal wave for the case of signal-wave amplification in metamaterials [12] in  the constant 
intensity approximation (CIA), taking into account the reverse reaction of excited wave on the exciting one. By 
employing the CIA we studied the parametric interaction of optical waves in metamaterials under low-frequency 
pumping in the case of a negative index at a signal wave frequency [13] .The analytic expressions obtained in CIA 
showed , that the choice of the optimum parameters for the pump intensity, total length of the metamaterial and 
phase mismatch    will facilitate  obtaining the regimes of an effective amplification as well as the generation of 
signal wave. The process of combination scattering of light in crystals (the analog of parametric processes in NIM) 
was considered in [14].The characteristic processes observed at parametric interactions of running and counterwaves 
in metamaterials are the transition processes [15]. Authors analyzed transition processes in the first approximation of 
dispersion theory[16,17,18] in the medium with quadratic nonlinearity. In case of counter waves the phase matching 
condition is executed due to opposite directionality of the Poynting vector to the wave vector.Note that the growing 
interest to the non-stationary interaction of ultra-short pulses of light in nonlinear medium is related to the 
development of powerful sources of light pulses of femtosecond duration [19,20].Under reduction in the pulse 
duration the character of interaction of modulated wave significantly depends on the dispersion properties of a 
medium. To pump the nonlinear crystal of parametrical amplifier the nanosecond pulses of laser radiation are 
required. Parametric amplification of light in nonlinear crystals can be used for amplification the radiation being 
used with the aim of optical stochastic cooling of the relativistic heavy ions[21]  . Earlier in the work [22] we were 
studied influence of  group velocity mismatch (GVM)  as well as  group velocity dispersion (GVD)  to the 
generation  of sum frequency  of ultra- short pulses in an external cavity under the phase matching and absence of  

65

Proceedings of PPA Baku, 28 may, 2018

Baku State University



linear losses . It was shown that in some cases efficiency of conversion in the existence of GVM and GVD can be 
significantly higher as compared as to the absence of mismatch and dispersion. Using the Gaussian  pulse with 
quadratic phase modulation as the input signal pulse led to compression of spectrum with increase in GVM and 
decrease in GVD. It was obtained that maximum energy of conversion to the sum-frequency is reached not at group 
phase matching, but at the definite characteristic lengths of  GVM and GVD. 

Note that earlier we  investigated the stationary optical parametric amplification [23] in the constant 
intensity approximation. Here optimization of various parameters such as the length of the nonlinear medium, wave 
mismatch, intensities of the pump and idler waves were considered to maximize the signal wave gain.  

 
2. Theory 

 
In the present work we investigate theoretically the non-stationary parametric amplification in  

metamaterials  in the second approximation of dispersion theory by taking into account influence of phase mismatch 
and linear losses. We study this problem assuming that the nonlinear crystal has length  𝑙 , and its cross section is 
much larger than the input laser beam.We ignore any reflections at the crystal surfaces. The beam axis (which we 
term) is normal to the crystal surface, and this is the direction of the input wave vector. The input surface of the 
crystal is at  𝑧 = 𝑙. During the wave propagation in a nonlinear medium as a result of the nonlinear interaction the 
energy exchange occurs between the counter wave packets of two types : direct waves (the idler and pump waves ) 
and an backward wave (the signal wave); this leads to the energy transfer from the pump and idler waves into the 
signal-wave energy. The efficiency of this process is a function of the optimum phase relationship between 
interacting waves. Violation of this condition leads  to a phase mismatch of the waves and as a consequence  , to a  
decrease in the efficiency of parametric amplification. One of the main reasons  of the violation of the optimum  
phase condition  is the phase detuning. A change in the phase of interacting waves in a nonlinear medium can be 
taken into account. A weak input field referred to as the signal field (the field with the amplitude 𝐴1(𝑡, 𝑧) in our 
case) becomes amplified through a nonlinear interaction with a powerful pump field (the undepleted field with the 
amplitude 𝐴3(𝑡, 𝑧)  in the case considered here) in such a scheme of optical parametric amplification the third 
field(the field with the amplitude  𝐴2(𝑡, 𝑧) ) is called the idler wave.  We have  solved the second order dispersion-
theory equations for the slowly varying envelope  𝐴(𝑡, 𝑧)of a laser pulse by taking into account the negative values 
of the dielectric  permittivity   and  magnetic permeability  at the signal wave frequency  𝜔1  and the positive values 
at the frequencies 𝜔2 , 𝜔3  for the pump wave as well as the  idler wave. Upon solution the set of reduced equations 
[19]  with the group velocity mismatch and dispersion of group velocities  : 
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 where  𝐴𝑗 (j=1-3) are the corresponding complex amplitudes of the signal, idler and pump waves  respectively ,    𝛿𝑗 
are the absorption coefficients of the medium at frequencies 𝜔𝑗   (j=1-3),  𝑢𝑗   are the group velocities   of the 
interacting waves  , ∆= 𝑘1 − 𝑘2 − 𝑘3  is the phase mismatch between the interacting waves ,  𝑔𝑗 =  𝜕2𝑘𝑗/ 𝜕𝜔𝑗2 ( the 
3-rd  term in the Taylor expansion around the central frequency 𝜔0: ∆𝜔 = 𝜔 −𝜔0  ,  𝑘𝑛(𝜔) ≅ 𝑘𝑛(𝜔0) + 𝑘𝑛′ ∆𝜔 +
1
2
𝑘𝑛′′∆𝜔2 + ⋯  ) is    the dispersion  of   group velocities  and  𝛾𝑗 are the coefficients of  nonlinear  coupling . 

Difference in group velocities is given by  𝜈 = 1/𝑢2 − 1/𝑢1  and  to solve above set  the new variable  η= 𝑡 − 1/𝑢1 
is introduced.  If the field at the frequency 𝜔3 is strong and remains un-depleted in the process of nonlinear optical 
interaction  𝐴3(𝑧, 𝑡) = 𝐴30, the set of coupled equations contains the amplitudes of the remaining two fields in the 
non-stationary regime.  
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Set of equations (2) can be solved by using the Fourier transform method if  A (𝑧,𝜔) is the Fourier transform of  
A(z, η)  

𝐴1,2(𝑧,η) = 1
2𝜋 ∫ 𝐴1,2(𝑧,𝜔)𝑒−𝑖𝜔η𝑑𝜔+∞

−∞                                                (3) 
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Differentiating equation (3) with respect to  η    and  𝑧 , then putting in equation (2)  yields the expression for the 
amplitude 𝐴1(𝜔, 𝑧) of a signal wave. A spectral density 𝑆1(𝜔, 𝑧)  of an amplified signal wave is found through the  
amplitude     𝐴1(𝜔, 𝑧)  . From the formula obtained for the 𝑆1(𝜔, 𝑧) it follows that the shape of the spectrum of   a 
signal wave is determined the ratios 𝑧

𝑙𝑛/𝑙.
, 𝑙𝑛/𝑙

𝑙𝐺𝑉𝑀 .
,  and 

𝑙𝑛/𝑙

𝑙𝐺𝑉𝐷 .
. At the larger nonlinear lengths or when characteristic 

lengths of  GVD and GVM are less than the nonlinear length of medium  the form of spectrum is complex. The 
excited pulse is divided  into several spikes. In this case the maximum power in the spectrum of parametric 
amplification does not correspond to the value 𝜔 = 0 and a contour  of spectrum displaces toward the higher 
frequencies. When the group velocity is not taken into account  maxima of  a spectra of the signal wave displace 
toward greater values of the phase modulation   parameter  𝜔𝜏  with increase in  

𝑙𝑛/𝑙

𝑙𝐺𝑉𝑀 .
.    All graphs obtained for 

different values of 
𝑙𝑛/𝑙

𝑙𝐺𝑉𝑀 .
      intersect each other at a point  𝜔𝜏 = 0.  The idler wave at the input of nonlinear crystal 

we assume to be Gaussian with the quadratic phase modulation.  
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By  inverse Fourier transformation  it into the frequency domain    for   the spectrum of a signal wave we get 
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where  𝑝 = 𝛾2𝜏4  is the coefficient of frequency modulation. 
A study  of spectral density   of a  signal wave as a function of  phase modulation showed that the spectrum 

becomes symmetric relatively parameter  𝜔𝜏  at greater values of nonlinear length than the  𝑙𝐺𝑉𝐷 when 𝑙𝑛𝑙
𝑙𝐺𝑉𝑀 .

 is zero. 

In this work we also investigated dependencies of the energy of a signal wave on the parameters such as 
𝑧
𝑙𝑛𝑙.

, 𝑙𝑛/𝑙

𝑙𝐺𝑉𝑀 .
, 𝑙𝑛/𝑙

𝑙𝐺𝑉𝐷 .
and  𝜔𝜏. Studies of dependences of energy of a signal wave versus phase mismatch parameter  

∆𝑙𝑛/𝑙

2
   

showed that  maximum of energy  is obtained  not  at  the value 
  
∆𝑙𝑛/𝑙

2
= 0  ,  but   it corresponds to definite value of this parameter. Dependences of the energy of a signal wave on 

the  length of  metamaterial  demonstrate obtaining the  maximum energy in the input of the medium.    
      We have considered  parametric amplification of ultrafast pulses in metamaterial by employing second order 
dispersion theory, which has allowed to take into account influence of  group velocity mismatch as well as the  
group velocity delay on the  three-wave interaction. An  analytical expressions for the spectral density  as well as the 
energy of  a signal wave have been derived  . We showed that values of both spectral density and energy of a signal 
wave are affected by the ratios  of  characteristic lengths. When  𝑙𝑛𝑙/𝑙𝜈  = 0 , the shape of a plot for the spectral 
density  becomes symmetric relatively ordinate  axis and this   has  the  maximum  at positive values of phase 
modulation when  𝑙𝑛𝑙/𝑙𝑑 = 0 . For the ratios of characteristic  lengths  differ from zero maxima of spectral density   
are  obtained not  at  zero  𝜔𝜏  but at different values of this parameter. It was demonstrated that at the given ratio of   
𝑙𝑛𝑙/𝑙𝑑   maxima of  reduced energy of  signal wave displace toward greater values of phase mismatch parameter 
with increase in the  𝑙𝑛𝑙/𝑙𝜈 . It was demonstrated that at the given ratio of   𝑙𝑛𝑙/𝑙𝑑   maxima of  reduced energy of  
signal wave displace toward greater values of phase mismatch parameter with increase in the  𝑙𝑛𝑙/𝑙𝜈. 
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Abstract. The atmosphere of the HR8718 (F5II) star is studied by the atmosphere model. The effective temperature Teff of 
the star and the surface gravity g are determined: Teff = 6800 ± 100 K, logg=4.0. Based on FeII lines the microturbulent 
velocity is determined: ξt = 3km/sec. In the atmosphere of the star the iron abundances are calculated and compared with 
the abundance in the Sun. The iron abundance are determined by the comparison of measured from observation and 
theoretically calculated values of equivalent width FeII. The iron abundance is close to the abundance in the Sun: logε (FeII) 
= 7.47 ± 0.05.  

Key words: fundamental parameters - stars; chemical composition stars; individual- HR8718 (F5II). 

1. Introduction

In this work the atmosphere of the HR8718 (F5II) star is studied by the atmosphere model. The effective 
temperature Teff of the star, the surface gravity g in the atmosphere, the microturbulent velocity ξt, iron abundances are 
determined. The synthesis reactions of Hydrogen to Helium are mostly CNO cycles in the the main sequence stars with the 
temperature T≥ 15·106 K in the nucleus. Evolutionary calculations of stars show that these stars turn into giant, supergiant 
stars with spectral classes A, F, G after their departure from the main sequence. According to the theory of modern 
evolution of stars, the process of mixing deep substances occurred in giant, supergiant stars with spectral classes A, F,G. 
As a result, the products of the C, N, O cycles reaction must be delivered to the atmosphere, and the abundance of 
elements C,N,O in the atmosphere of these stars should be changed, i.e., the abundance of light elements in giant, 
supergiant stars with the spectral classes A, F,G should be differ from the abundance of light elements found in matter that 
are formed by these stars. Thus, the determination of the chemical composition of the atmosphere of giant, supergiant stars 
with A, F, G spectral classes is an actual problem from the point of view of the evolution of stars. 

The giant HR8718 (F5II) were studied by  model and parallax methods. The effective temperature, surface 
gravity, microturbulent velocity and iron abundances in the star atmosphere were determined. Star spectra were obtained 
by 2 m telescope of the ShAO of ANAS using the Echelle spectrograph with CCD matrix. The spectra are worked out by 
the DECH-20 program. Equi valent widths of the spectral lines were measured.  

2. THE ATMOSPHERIC PARAMETERS. EFFECTIVE TEMPERATURE AND SURFACE GRAVITY

Determination of the effective temperature Teff of the star and surface gravity logg was carried out by the 
atmospheric model and based on the application of parallaxes described in [1]. The following criteria are considered in the 
atmospheric model method: 

a). Comparison of the observed and theoretically calculated values of the index β. 

b). Comparison of the observed and theoretical values of the index [c1]. 

c). Comparison of the observed and theoretical values of the index Q. 

In the narrow-band four-color uvby photometric system and the UBV photometric system, the indices [c1] and Q 
are determined by the formulas [c1] = c1-0.2(b-y) and Q = (U-B) -0.72 (B-V), respectively. The uvby system was 
supplemented with a value of β to measure the intensity of the Hβ lines. By comparing the values of the above indices 
found from observations with theoretical values, the values of Teff and logg were determined. The observed values of [c1], 
Q and β are found using the catalog [2]. Calculations of color indices in the UBV and uvby systems being necessary to 
calculate the indices Q and [c1] were performed by Castelli and Kurucz [3]. Theoretical values of the β-index were taken 
from Castelli and Kurucz [4].  

In addition to the above criteria, the parallax method is used to determine Teff and logg. 
d). The use of parallax. 
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This method is independent on the atmospheric models and has allowed to enhance significantly the accuracy of 
determination of g. The method is a new and is described in detail in an article by L.S. Lyubimkov  et al. [5]. 

The diagram for determining Teff and logg is shown in Fig.1. 

Fig.1. The diagram for determination the parameters Тef f  and logg of a star HR8718 (F5II). 

On the basis of Fig.1 the following values of atmospheric parameters were accepted: Teff = 6800 ± 100 K, 
logg=4.0. As shown in the catalogs, the star HD8718 is not IIa IV-V of the luminosity class, in accordance with the 
parameters found for this star. The method that we apply is widely described in [1, 5] and the accuracy of this method is 
motivated. Therefore, we consider that the results determined by us are more preferable. 

3. MICROTURBULENT VELOCITY AND CHEMICAL COMPOSITION

To determine the microturbulent velocity ξt it must be a plurality of lines that contain a wide equivalent widths 
range of the atoms or ions of any given element. The microturbulent velocity ξt is chosen such that the abundance of 
elements determined by the different lines does not change with the increasing of the equivalent widths . The most lines in 
the studied spectrum are the FeI and then the FeII lines. However, the effect of the LTT extremes to the neutral iron lines 
is significant. If the calculations are carried out in LTT, the abundance determined on the FeI lines is less than the 
abundance when refused from LTT [6,7]. Unlike FeI lines there is no effect of the LTT extremes to the the FeII lines. 
Therefore, in the atmosphere of the star, the microturbulent velocity ξt and the iron abundance are determined on FeII 
lines. As is shown in Lyubimkov and Samedov [8] that the velocity ξt increases with the altitude of the height in the the 
atmosphere of spectral classes stars F. The effect is more effective if the line is stronger. For weak lines, this dependence is 
not taken into account and it is assumed that the microturbulent velocity ξt is constant in the atmosphere of star. Only the 
weak lines are used when determining the microturbulent velocity ξt. 

When the ξt, is determined we use only sufficiently weak lines. These lines are formed in deep layers, which can 
be considered as plane-parallel layers in the state of LTE. Based on the Kurucz atmosphere model [9], corresponding to 
the found parameters Teff and logg, we calculated the logε (FeII) content for several values of ξt values. The iron content is 
determined by comparing the calculated and observed equivalent widths of the FeII spectral lines. We used atomic data 
from the VALD-2 database for spectral lines [10]. 
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Fig.2. Determination the parameter of microturbulence ξt. 

As can be seen from Fig.2 on which the logε (FeII) content is plotted as a function of equivalent widths, there is 
no correlation between logε and Wλ at ξt = 3.0 km/s. 

When analyzing the microturbulent velocity along FeII lines, the content of iron logε (Fe) is simultaneously 
determined. logε


 (Fe) = 7.45 obtained in [11]. The fundamental parameters of the studied stars: Teff = 6800 ± 100 K, logg 

= 4.0 ± 0.1, ξt = 3.0 km/s, logε (Fe) = 7.47. [Fe/H] = Δlogε = logε (Fe) - logε


 (Fe) = 0.02. 
It should be noted that the quantity [Fe/H] is often used as an index of the metallicity of a star. This value can be 

considered as another fundamental parameter, since it characterizes the content of metals in the substance from which the 
star was formed. It can be seen that the metallicity of the stars considered is close to the solar one. This means that the star 
considered was formed from a substance with the same metallicity as the Sun.  

In the future, we will determine the abundance   of light elements on the atmospheric of the star 

4. MAIN RESULTS
1. Using the model method the effective temperature Teff of the HR8717 star

and the surface gravity g are determined: Teff = 6800 ± 100 K, logg = 4.0 ± 0.1. 
2.Based on the FeII lines the microturbulent velocity ξt is determined: ξt = 3km/sec.
3. In the atmosphere of the star the iron abundances are calculated and compared with the abundance in the Sun. It

has been found that the iron abundance is close to abundance in the Sun. 
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Abstract: Results of spectral researches of spectral-binary Be Herbig type star MWC361 is presented. Observational 
phases are corresponding to the minim of the radial velocity curve of the system. Emission hydrogen lines Hα and Hβ show 
the low condition of radiation. First time in the spectrum we have discovered diffuse interstellar bands DIB λλ 5780, 5797 Å. 
For 3 month of observations we have discovered a conciderable increase of relative intensiies of emission lines 
components of hydrogen and in emission lines Si λλ 6347 6371 Å and  [OI] λλ 6300, 6363 Å.  

Key words: Ae/Be Herbig type stars, emission spectrum, circumstellar matter, variability, MWC 361. 

1. Introduction
The Herbig Ae/Be type stars (HAeBe) are pre-main sequence (PMS) objects of intermediate  mass 2-10 M ⵙ and 

are considered to be the progenitors of Vega type stars, which are surrounded with a residual protoplanetary disks. Spectral 
monitoring of individual objects has shown that in the spectra of these stars are observed variable emission and absorption 
lines  The same features are also characteristic of classical T Tauri stars. It is known that in young stars, emission lines, as 
well as some absorption lines, are formed in the circumstellar disks or in the envelopes of the stars. Such circumstellar 
matter can often participate in accretion, polar outflows, winds and other forms of disk interaction with the central star [1].   

Tracking the variation in the observed spectral lines makes it possible to perform diagnostics of the physical 
processes that are occurring in the stellar atmosphere  and in the circumstellar environment. In young stars, in particularly, 
these processes can directly affect the formation of the planets and their evolution.  Consequently, one of the important 
problems in the study of the early stage of evolution of stars is the study of the characteristics of the circumstellar structure 
and the processes of interaction of the central star with the surrounding matter. HD 179218 (MWC 614, Sp B9-A2) is an 
isolated HAeBe type star. Despite the fact that the star is relatively bright comparatively to other HAe stars, it has been 
studied less. Only when the star was included in the catalog of The et al. [2], it became the subject of active research. 

    According to the classification of Meeus et al., the spectral energy distribution (SED) of the star belongs to group 
I, i.e. starting with the infrared band K and further there is an excess of radiation excited in the dust. The profile of the line 
Hα is consisting of a stable single-peak structure. Perhaps the star has a close companion, about 2.5 arcsec apart. The 
showed that the star has two dust rings at distances of 1 AU and 20 AU, and the space between from 1 to 6 AU from the 
star filled with gas. The magnetic field of the star was measured by Hubrig where on the data 2008 they have got about 51 
± 30 G. 

    The purpose of this paper is to carry out monitoring of the spectral variability of the star on spectral lines 
obtained in the visual range of spectrum [3]. 

2.Observations 
    Spectral observations have been conducted in Cassegrain focus of the 2-m telescope of ShAO of ANAS. Echelle 

- spectrometer, operating at basis of UAGS spectrograph was used CCD matrix with 530х580 elements was used as a light 
detector. Observations of program stars were performed in the range of λλ 4700-6700 Å. Spectral resolution is R=14000. 
Signal- to- noise level in the field of Hα line was S/N=80–100 averagely, but in the field of Hβ line ‒ S/N=10-20. 15 
echelle spectrograms of a star were obtained for May-September, 2016. Ismailov and others [have been stated in detail the 
technique of observations and processing of a material in the work. 

    Error in intensity measurement due to a continuum depending on the S/N level was 0.5-1% in the region of Hα 
line and to 2-4% in the region of Hβ line. Value limit of equivalent width which can be measured in a red part of a 
spectrum is 0.03 Å [4]. The average error in measurements of radial velocities by separate lines in spectra of stellar 
standards does not exceed ±1.5–2.5 km/s. 

    According to Altamore et al. (1980) and Baschek et al. (1982) a bright component of MWC 361 (HD200775) 
system has a spectral class B3Ve. This is one of the brightest Be Herbig type star and it is known as spectral-binary star 
with the orbital period of about Р ≈ 1345 days). Data of six different authors on the solution of radial velocity curves of the 
system considerably differs from each other that makes it necessary to define radial velocity curves of separate 
components of the system[8].  
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3.Results 
Our observations were conducted for June-September, 2015 and correspond to 0±0.3 phases on radial velocity 

curves provided by different authors. In the top line of the table 1 the references to the works of authors are given, the 
second line presents the phases calculated by us for the elements obtained by these authors; the third line presents the 
average values of these phases [9]. Such phases of stellar spectrum are of interest for studying separate spectral lines which 
are formed in close and far parts of circumstellar disk from a central star.  

 
Table 1. Phases of our observations calculated on orbital elements provided by different authors  

Author  Pogodin 
et al. 

(2004) 

Ismailov 
(2003) 

Bisyarina et 
al. (2015) 

Beristy et 
al. (2013) 

Monnier 
et al. 

(2006) 

Alecian 
et al. 

(2008) 
Interval  0.988-

0.057 
0.255-
0.335 

0.832-0.900 0.734-
0.799 

0.829-
0.897 

0.798-
0.865 

Average  0.026 0.299 0.870 0.769 0.866 0.835 
 
 Figure 1 shows the fragments of certain sites of a stellar spectrum. The left low panel contains the site of Si II 

λ6347, 6371 Å and [OI] 6363 Å emission lines. The spectral site containing forbidden line [ОI] 6300 Å is provided in the 
right top panel. We have detected diffusion interstellar bands (DIBs) λλ 5780 and 5797 Å (the left top panel) in stellar 
spectrum. Our spectral resolution does not allow separating the structure of separate components of these lines. It is 
interesting that Pogodin have provided in their work line profiles of Si II λλ 4128, 4131 Å ion which unlike Si II λ6347, 
6371 Å lines according to our observations have a pure absorption profile [5].  

    [OI] λλ6300 and 6363 Å lines are confidently separated from noise. Equivalent widths of [OI] λ 6363 Å line 
show considerable scatter from an average 0.098 ± 0.056 Å. Average value of equivalent widths of the line is in good 
agreement with the data of Hernandez. Radial velocities of the line were determined by the shift of emission peak and at 
the level of a half of intensity. [OI] λ6300 Å line shows diffusion emission with an equivalent width of 0.087 ± 0.033 Å, 
and any structure in this line as well as in [OI] λ6363 Å line cannot be detected. As seen from the right top panel of fig. 1 
that near [OI] λ6300 Å line there are rather intensive telluric lines, the positions of which (О2 λλ 6292.1621, 6295.179, 
6305.8101 Å and Н2О λλ 6292.6136, 6294.6473, 6302.005 Å) are shown with vertical segments. 

    On our spectrograms Hα and Hβ line profiles have binary emission peak divided by the central absorption. The 
general structure of line profiles did not show considerable variations during our observations. However intensity ratio of a 
blue component to red V/R shows by wavy variation. In fig. 2 the dependency diagram of V/R parameter for Hα and Hβ 
lines is provided. As it is seen at the beginning of observations intensity ratio of a blue component to red in Нα is about 1, 
and by the end of a season this ratio became equal to about 1.3, but in Hβ line it is about 2. Such variation occurs for about 
90 days. 

                           Fig.1. Separate fragments of MWC 361 spectrum. 

Fig.2. Variation of intensity ratio of blue components to red V/R Нα and Нβ emission lines. 
 
Thus, though the period of a system is rather long (3.68 years), the considerable change of emission intensity in Hα 
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and an Hβ line is observed for 3 months. More likely, such variations are not related to orbital motion of components.  
 
4. Discussions 
   To detect the variable structure of Hα line profile first we averaged line profiles and obtained a seasonably 

average profile on a wavelength to the Sun. Thus, a line shift for orbital motion was not considered, since a line shift must 
be insignificant for an observed time [10].  

Average Hα line profile for all observation intervals is provided on the left panel of fig. 3. Then all line profiles 
were divided into an average profile by different dates. On the right panel of fig. 3 the residual structure of Нα line profile 
obtained for each night is provided. Here I – intensity of profiles for each night, Im – intensity of an average profile in this 
wavelength. It follows that the structure of a residual profile considerably changes by different dates. It is interesting that 
both at the beginning and at the end of a season the most intensive peaks in a residual profile have shifts from 0 to-45 km/s 
[6]. 

  After that, we calculated mean-square deviation from an average Σ on residual profiles. Variation of Σ value on 
wavelength is provided on the left lower panel in fig. 3. Here triple noise factor 3σ of Σ value was drawn with dotted line. 
As shown here the maximum variation occurs in the central part of a profile, inside interval of about 10 Å. Fig. 4 shows 
the diagram of radial velocity variation and equivalent widths of separate components of Нα line. Symbols correspond to: 
Vr1, Vr2 shift of separate emission peaks, Vra – absorption shift between peaks, and Vr1/2 – line shift at the half-intensity 
level. According to our observations average value of these parameters are -68, 50, -2 and -25 km/s, respectively. As fig. 4 
shows radial velocity of separate components of the line showed a fluctuation reaching 20 km/s. The average value of 
radial velocity at the half-intensity level (bisector velocity) corresponds - 20 km/s. According to the data of Pogodin such 
velocity occurs in phases 0.0 on a radial velocity curve, drawn on Hα line and photospheric lines. According to Beristi et 
al. such shift must occur near 0.90Р phase [11]. 

  According to us the average value of complete equivalent width of Hα line is about Wλ ~57 Å in scattering from 
an average to ± 3.41 Å that makes about 5.9% of average value W. Wλ ~57 Å value is minimum as confirmed by the data 
of other authors. As shown in the work of Pogodin equivalent widths of Hα line for all orbital periods show changes. Our 
observations showed that, as in relative intensities (fig. 2), small increase in equivalent width is observed after the date of 
JD2457230. 

Fig.3. In the top left: averaged Нα profile lines for different nights of observations.  Right panel: residual profiles for separate 

nights of observations, obtained by division of each profile into average. 

 
 In the below left:standard shift of Σ of relative intensity I/Im by wavelength for all residual profiles. Here I – 

profile intensity for every night, Im –average profile intensity at given wavelength. 3σ level shows triple value of mean-
square error of measurements of a relative intensity.   

  Fig.4. Variation of radial velocities (left panel) and equivalent widths (right panel) of separate components of emission Hα 
line. Symbols correspond to: Vr1 , Vr2 shift of separate emission peaks, Vra – the shift of the central absorption and Vr1/2 – line shift at 
half-intensity level, W1, W2 and W – equivalent widths of blue and red components and full equivalent width of emission in Нα. 
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  НеI λ5876 Å line profile is purely absorbing and has no distinction from previous profiles obtained in our 
observations). As it was noted in Ismailov's work line profile shows variation of steepness and width of a red or blue wing. 
In spectrograms we observed an expansion in blue wings of the line. Apparently, such variation is related to the orbital 
motion of components in binary system. Perhaps, the secondary component of the system also gives a certain radiation to 
helium line. This assumption conforms to the opinion of Bisyarina et al. [6] who think that the second component of the 
system is also B-star.  

 
5. Conclusion 
  Thus, our spectral observations on Ае/Ве Herbig MWC361 spectral-binary system are interesting with the fact 

that they have been obtained at a minimum of radial velocity curve. According to different authors the longitude of 
periastron of the system has values of ω = 200-250° ‘[6]. At such orientation of an orbit the minimum of radial velocity 
curve corresponds to the transit time of a star near apastron. The second component of the system is too far from the 
satellite[7].  

  Observations show that in some binary T Tauri stars there is an increase in emission activity near periastron which 
can be the reason of asymmetrical accretion. Beristi assumed that the increase of Нα emission in periastron may result in 
accretion on a disk of primary component. Perhaps, the main reason for smooth variation of equivalent widths of Hα and 
Hβ emission lines is perturbation which occurs at the approach of components of the system to periastron. In our case, 
values of equivalent widths of emission lines of hydrogen are minimum which confirm our assumption. 

  According to Pogodin values of equivalent widths of Hα line are Wλ (Нα)  ≥ 80 Å only in the range of JD 
2451800-JD2452250, i.e. for 450 days that makes approximately quarter of the orbital period. The rest of the time Hα line 
shows a smaller radiant state. Thus, the variation of equivalent widths of a line occurs smoothly. According to Pogodin. 
borders of a certain time interval of an active radiant state correspond to the interval of 0.977Р - 0.312Р phases, 
respectively. As the table 1 shows the phases of our observations enter to this interval, however values of equivalent 
widths conform to a quiet state. Apparently, the values of a period and elements of an orbit of the system should be 
defined. As to Bisyarina [6] the last period of a minimum of values of equivalent widths of Hα line corresponds to 
JD2456600-JD2456800 that corresponds to phases of 0.556P - 0.705P period on Pogodin’s elements. In other words, in 
2013 - 2014 the minimum emission value of Hα line was observed. Our data of 2015 show the continuation of minimum 
radiation in this line. We assume that in 2016 increase of equivalent width in Hα emission line, at least, to the level of 
2012 is expected (~ 92 Å according to Bisyarina et al. [6]. 

   Observations showed that after JD 2457230 certain variations occurred in circumstellar structure of the star. 
Intensity ratios of emission components in Hα and Hβ lines increased, the shift of some SiII λλ 6347, 6371 Å emission 
lines and DIB λλ5780, 5797 Å absorbing bands in a red part of spectrum were detected and their equivalent widths 
increased at this moment. Beginning from this date radial velocities of [OI] λλ 6300, 6363 Å lines show a shift to a blue 
part of spectrum. Our results have shown that there is a rapid variability of both emission and absorbing spectrum of a star 
for about 90 days. This makes only 0.067 part of an orbital period. The reason of such variations can be different processes 
which are not related to the orbital motion of components, for example, activities in a star (emissions, pulsations), and in a 
circumstellar disk of components (accretion). Weak variation both in forbidden oxygen lines and in bands of interstellar 
origin DIB λλ5780, 5797 Å demonstrates the variation of physical conditions in the most external parts of a circumstellar 
structure [9]. 

   НеI λ5876 Å line is absorbing and traces of emission components in our spectra are not separated. If the system 
really consists of two B-stars, the total value of equivalent widths of photospheric He lines of separate B-star would be 
rather constant. In this case the reason of variations in equivalent widths of He line is not totally clear. The asymmetric 
expansion of blue or red wing of the line at certain moments [12] is not also quite clear.   
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DEPENDENCE OF FULL RADIATION FLUX ON 
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Abstract: This paper gives detailed information on planetary nebulae. Wide range of literature data was studied and 
parameters of planetary nebulae were presented in one table. In addition, the parameter characterizing full radiation 
flux of selected planetary nebulae was determined. More precise Hertzsprung–Russell diagram was plotted for 
central stars of nebulae.  

 
Key words: planetary nebulae, Hertzsprung–Russell diagram, radii of central stars. 

 
1. Introduction 

 
Study of evolution of planetary nebulae, as well as their central stars is always one of the topical issues of 

astrophysics. Evolution of these objects directly depends on the evolution of their central stars. For this reason visual 
study of evolution is the construction of Hertzsprung–Russell diagram for these stars. It is important to specify the 
luminosity of central stars to determine the evolution sequence of central stars on this diagram.  

 
2. Parameter characterizing radiation flux and Hertzsprung–Russell diagram 

  
The empirical formula for direct determination of radii of central stars was unknown till now. For this reason 

it was impossible to calculate clearly according to the formula 4
*

2
* TR4L σπ= . Luminosity has been approximately 

calculated indirectly using the expressions: 
)H(Fd4L 2

H �π= ββ�  
 

β∗ �
= HL150L  (1)   

Here 
β�HL - luminosity for radiation flux of nebula in line βH , ∗L  is luminosity of a central star. Until now, 150 

multiplier in the expression (1) was considered the same for all planetary nebulae, and it was probable that its real 
value could change up to 2 times, and more than twice for cold stars [1,2]. For the first time we have accepted 150 
mutiplier as ΣH in the expression (1) characterizing full radiation flux radiated by nebula in λ>912Å region in a line 
and continuum:  

  )(4 2
βπ HFHdL Σ= .                                                                  (2) 

From the other side in the expression 
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and 
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Considering the expressions (2) and (4) we will obtain  
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  If we express with d- sm, F(Hβ)- erq/sm2·sec., we will obtain 
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Here 
*

o
o kT

hνx = , νо – frequency in the border of Lyman series, *T - temperature of a central star. For 121 planetary 

nebulae ΣH full radiation flux was calculated with accuracy of 10-2 , it was found that the value of full radiation flux 
varies in the range of 51÷158. Results are given in table 1.   

Table 1.  
№ Nebula  T* 

 
Te 

 
F(Hβ),   10-12   

    
d (kps) 

 
HΣ 

  1 NGC 6751  105000 10 600 0,27 2 74,89 
2 NGC 246 150000 12000 31,56 0,5 90,25 
3 NGC 2371  135000 14500 12,11 1,41 83,04 
 4 NGC 6905 141000 11500 0,22 1,58 86,85 
5 NGC 5189  135000 12100 0,16 1,44 84,02 
6 NGC 4361 126000 23000 33,76 0,95 80,30 
7 NGC 7008  97000 13000 49,52 0,7 70,48 
8 NGC 2022  108000 14900 21,04 1,8 73,20 
9  NGC 40  38000 10600 713,18 0,8 80,23 
10 NGC 1360 105000 18000 65,25 0,38 72,08 
11 NGC 1535  80000 11000 54,75 2,1 68,09 
12 NGC 2392  80000 14600 115,77 1,5 79,72 
13 NGC 2440   188400 15000 178,65 1,36 105,77 
14 NGC 2452  100000 12000 13,73 2,84 71,76 
15 NGC 2792 130000 14000 115,88 1,9 81,23 
16 NGC 2867 141000 8950 78,92 2 89,76 
17 NGC 3132  100000 9600 49,66 0,81 73,64 
18 NGC 3211 162000 12000 11,40 2,901 95,40 
19 NGC 3242   80000 11900 244,57 0,55 67,55 
20 NGC 3918   140000 12700 218,57 1,84 85,69 
21 NGC 5315  51000 8600 505,82 2 78,81 
22 NGC 5882 68000 9400 312,03 1,2 69,30 
23 NGC 6210  65000 9600 134,15 1,57 69,59 
24 NGC 6445 170000 13 000 916,22 1,39 97,61 
25 NGC 6543 60000 7900 481,06 1 73,49 
26 NGC 6572 80800 10400 52,80 1,86 68,62 
27 NGC 6629 35000 8600 79,84 2 127,87 
28 NGC 6720  148000 10700 95,15 0,7 90,47 
29 NGC 6741   144400 12600 686,12 1,9 87,55 
30 NGC 6778 107200 8000 14,49 1,24 78,26 
31 NGC 6790 96 700 12800 88,47 1,13 57,84 
32 NGC 6853  135000 12000 383,53 0,38 79,25 
33 NGC 6886  164600 13000 24,24 2,6 94,30 
34 NGC 7009  87000 7200 207,40 1,45 77,47 
35 NGC 7026  130500 9200 94,62 1,5 76,45 
36 NGC 7027 175000 8000 363,75 0,89 113,97 
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№ Nebula  T* 

 
Te 

 
F(Hβ),   10-12   

    
d (kps) 

 
HΣ 

37 NGC 7662  126400 12200 219,08 1,2 65,75 
38 IC 418  38800 8900 1153,45 1 124,15 
39 IC 1747  126000 10 500 23,52 1,3 75,53 
40 IC 2149 42000 10300 65,31 1,52 93,85 
41 IC 2165  134000 14600 179,80 1,5 68,53 
42 IC 4997 70000 10200 31,56 1,59 82,80 
43 IC 5217 95000 10800 6,99 1,02 69,17 
44 J 900  116000 12100 5,12 4,3 72,46 
45 Hu 1-2  140000 17000 23,15 1,5 70,32 
46 NGC 3587  101000 11 600 39,32 0,76 90,62 
47 NGC 6302   220000 16100 12817,40 0,74 121,18 
48 NGC 6644 125000 12600 10,58 2,1 80,45 
49 NGC 6818   145000 13400 79,82 2 88,21 
50 NGC 6891 50000 6000 37,07 2,9 87,39 
51 NGC 6826 50100 9400 180,30 1,4 79,48 
52 IC 351 134000 12000 3,93 1,4 84,46 
53 IC 3568 50000 11500 15,65 1,08 77,62 
54 J 320 85000 12600 7,46 6,3 68,57 
55 He 2-131 33000 10200 71,55 3,67 142,14 
56 BD+30  32000 8000 809,10 1 158,51 
57 Me 2-1  145000 23000 13,06 2,3 88,25 
58 Hb 12  35000 10200 10,92 1 125,84 
59 Cn 3-1 64400 7800 12,28 1,5 72,93 
60 Ps -1 39000 12000 0,88 10 102,41 
61 NGC 2438  114000 10900 21,13 1,2 77,69 
62 NGC 6072 140000 11400 65,55 0,57 87,33 
63 NGC 6439 80 000 10400 12,41 1,3 69,19 
64 NGC 6563 123000 10600 23,01 1,67 81,23 
65 NGC 6772 135000 12000 26,61 1,2 84,86 
66 NGC 6781  112000 10000 36,63 0,95 77,83 
67 NGC 6565  67000 8000 11,80 4,66 72,10 
68 NGC 6537   180000 15700 16865,53 3,46 102,74 
69 NGC 7293  110000 11000 426,58 0,22 76,21 
70 NGC 7354 96000 12000 134,34 1 71,32 
71 A 24 137000 12000 5,47 0,53 85,67 
72 A 31  85000 12000 36,49 0,48 68,86 
73 A 71  123000 11600 20,69 2,8 80,44 
74 A 84 100000 12000 4,36 1,68 72,42 
75 K 1-22 115000 10200 4,50 1,33 78,68 
76 K 2-2 67000 12000 8,39 0,3 68,07 
77 Pw -1 94000 12000 22,62 0,37 70,80 
78 Jn -1   93000 12000 3,92 0,9 70,55 
79 LT -5  150000 12000 0,82 0,5 91,08 
80 NGC 1514  60000 14000 64,33 0,54 69,14 
81 A 39 160000 12000 1,73 1,81 95,41 
82 NGC 2346  100000 13000 25,98 0,9 71,96 
83 NGC 6804  85000 10140 3917,42 1,47 70,17 
84 NGC 6369  62000 11000 2,77 1,55 69,81 
85 NGC 2818  185000 14000 9,38 1,998 106,74 
86 NGC 6326  80300 11000 19,93 5,3 64,75 
87 NGC 1501   134 500 11500 46,67 1,167 85,01 
88 NGC 6567  47000 11510 54,48 3,652 81,82 
89 NGC 5979 116000 13885 11,33 1,93 76,80 
90 NGC 6578 63000 8250 33,50 3,68 72,52 
91 NGC 6803  72900 9700 6,83 0,95 69,40 
92 NGC 6842  80000 17300 2,06 2,7 66,98 
93 NGC 6884 114800 11000 49,32 2,55 77,89 
94 NGC 7048 148000 12600 4,02 1,97 89,86 
95 NGC 7094  110000 17700 2,22 1,39 74,29 
96 NGC 7139 117000 10300 45,62 2,4 79,30 
97 NGC 6881  115000 11400 25,93 1,44 77,66 
98 IC 2448  85000 12500 279,77 1,4 68,62 
99 NGC 6153 109000 9200 275,04 1,1 77,75 
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№ Nebula  T* 

 
Te 

 
F(Hβ),   10-12   

    
d (kps) 

 
HΣ 

100 NGC 6894  100000 10200 17,66 1,31 73,75 
101 A13 113000 10200 1,47 1,93 77,97 
102 A30 66000 11200 0,99 1,12 68,70 
103 M1-5 40300 11000 14,61 7,01 98,44 
104 Pe1-1 85700 10320 48,06 5,47 70,14 
105 Hb5 172000 13000 164,97 1,4 100,09 
106 NGC2899 215000 14900 18,96 1,37 119,09 
107 Vy1-1 60000 6000 8,46 2,19 79,03 
108 IC 1297 91000 10540 18,58 4,1 71,04 
109 IC 2003 89900 11000 12,23 2,429 70,45 
110 NGC 5307 42900 10700 16,94 3,16 90,94 
111 NGC 6620 109648 9600 26,69 6,31 77,44 
112 NGC 6309 55000 11300 6,81 2,147 51,65 
113 A 33 100000 12800 5,01 1,16 72,04 
114 Vy 1-2 118900 9700 3,43 8,13 80,66 
115 Vy 2-2 59000 15000 2,95 4,68 69,35 
116 M1-14 39900 8800 23,68 4,68 103,02 
117 M1-17 96000 10300 4,51 3,11 72,53 
118 K 1-2 85000 11000 0,56 3,61 69,47 
119 K 1-27 105000 20000 0,24 1,686 72,85 
120 NGC 6026 35000 15000 7,26 1,31 121,84 
121 Hu 1-1 114000 12000 2,69 1,85 76,92 

 
Thus, full dependence between full flux and temperature was obtained and the dependence is given in figure 1.  
 

 
Fig.1. Dependence of ΣH full radiation flux on temperatures of central stars of nebulae  

 
3. Discussion and conclusion 

 
Calculations showed that ΣH full radiation flux differs from previous constant 150 value tens of times for 

various nebulae. As seen from the dependence in low temperature ranges ΣH decreases sharply, then proceeds in 
the direction of increase [1]. It was shown that constant 150 multiplier is incorrect for nebulae of which the 
temperatures of central stars are lower than 50000K. Indeed, it varies in a wide range for nebulae on the left of a 
hole in the graph.  For hotter nebulae ΣH full radiation flux increases as the temperature rises.  
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In our opinion, the theory of the electroweak interaction [1-3] has a number of theoretical problems that are 

accompanied by a certain disagreement with recent experimental results [4-6]. In more detail these problems and 
disagreements we analyzed in work [7]. 

On the theory side, from our point of view, the introduction of the electromagnetic field as a linear combination [1-3, 
8, 9] leads to essential problems of the Standard Model 

 
 ( ) ( ) ( ) ( ) ( )

1 1 1 1, =3= sin cos .a W a g W aA x A x B xθ θ+  (1) 
 
Here ( )

1aA x −  field functions of the electromagnetic field, 1a −  a Lorentz index, ( )
1 1,a gA x −  field functions of the gauge 

field, that restores the local ( )2SU −  symmetry, 1g −  an internal index, ( )
1aB x −  a gauge field that restores the local 

( )1U −  symmetry in the Weinberg-Salam-Glashow model, Wθ −  a Weinberg angle. The problems, that arise from the 
introduction of the electromagnetic field in the form of the linear combination of fields (1) with different transformation laws, 
are associated to the fact, that in this way the electromagnetic field stops being related to a definite group of the Lagrangian 
transformations. It thus loses the basic physical function of the gauge field, which is to provide the Lagrangian invariance with 
respect to a certain local symmetry group, since such a function in the Standard Model Lagrangian is performed by the 

( )
1 1,a gA x  and ( )

1aB x  fields. Let's consider the mentioned problems in detail. 
The first problem that accompanies the expansion of (1) is, in our opinion, that the dynamic equations for the 

electromagnetic field will depend on the gauge choice of the ( )2SU −  fields. Indeed, a part of the Lagrangian of the 
electroweak theory containing the field functions of the electromagnetic field can be written as:  

 
6

0
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A A A k
k

L L L+∑  (2) 
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b ba a b bint
A a b ba a

W x W xiL eg g A x W x W x
x x
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A a b b aL e g g A x A x W x W x+ −  (6) 
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 ( ) ( ) ( ) ( )1 11 1 11
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2
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1= ,
2

a a b bint
A b b a aL e g g A x A x W x W x+ −−  (8) 

  

 
( ) ( ) ( ) ( ) ( ) ( )( )1 11 11 1 11

11 11 11 111 1,6 = .
4

b aa a b bint
A a b a ba b

A x A xiL eg g W x W x W x W x
x x

∂ ∂  + − − +− −  ∂ ∂ 
 (9) 

Here e −  an electromagnetic coupling constant, 1 11 1 11, , ,a a b b −  Lorentz indices, 1 11 1 11,a a b bg g −  components of the 

Minkowski tensor, 
1

0
bZ − Z − bosons field, ( )

11aW x+  and ( )
11bW x− −  functions describing the field of W −  bosons:  

 
( ) ( ) ( )

( ) ( ) ( )
1 1 1 1 1

1 1 1 1 1

, =1 , =2

, =1 , =2

= ,

= .

a a g a g

a a g a g

W x A x iA x

W x A x iA x

+ −

− +
 (10) 

 
As it is seen from (4-9), the electromagnetic field is included to the interaction Lagrangian with factors that are not invariant 
under the local ( )2SU −  transformations. The remaining terms that restore the local ( ) ( )2 1SU U⊗ −  invariance of the 

total Lagrangian do not depend on the ( )
1aA x  field and therefore will not affect the dynamic equations of this field. In 

addition, the term (9), that can be considered as a term in the Lagrangian of the interaction of the electromagnetic field with the 
W ± −  boson field, can not be interpreted as the result of the derivative “extension”. This is a logical consequence of the 
introduction of the electromagnetic field (1), because in this way it loses the meaning of the field that establishes the local 

( )1U −  invariance, since in the Weinberg-Salam-Glashow model such a meaning is given to the ( )
1aB x  field. However, we 

were not able to find any experimental facts about observations of the quanta of this field. At the same time, in terms of the 
quantum-mechanical superposition principle, a photon with a probability of ( )2cos 0.8Wθ ≈  during the measurement can be 

converted to a state corresponding to a quantum of the ( )
1aB x  field. In other words, within the Standard Model it remains 

unclear why the photon and Z − boson states are observed in the experiment, and their linear combinations, i.e. the quanta of 
the fields ( )

1aB x  and ( )
1 1, =3a gA x , are not observed, which clearly contradicts the quantum-mechanical superposition prin-

ciple. 
Further, we will try to “return” to the electromagnetic field the status of the field “lost” in the Standard Model, which 

restores the local ( )1U −  invariance. 

Another problem is related to the transformation law of the electromagnetic field under the local ( ) ( )2 1SU U⊗ −  

transformation. We apply this transformation to the fields that enter into (1). In this case, we denote the set of three ( )2SU −  

transformation parameters as ( ) ( ) ( ) ( )( )1 2 3= , ,x x x xα α α α
, and the ( )1U −  transformation parameter as ( )xβ . Let 

us write the new gauge relation analogous to (1), denoting the corresponding field configurations as well as in (1), but “with a 
dash”:  

 ( ) ( ) ( ) ( ) ( )
1 1 1,3= sin cos .a W a W aA x A x B xθ θ′ ′ ′+  (11) 

 
Using the transformation laws of the non-Abelian and Abelian fields, we obtain:  
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∂
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∂






 (12) 

Here ( )( )1 2, 1 2, , = 1,2,3g gD x g gθ −


 matrix elements of the adjoint ( )2SU - group representation. Taking (1) into 

account, we obtain for the electromagnetic field a complex transformation law  
 

 

( ) ( ) ( ) ( )( ) ( ) ( )

( ) ( )( ) ( ) ( )

( )( )( ) ( ) ( )

( ) ( ) ( ) ( )( ) ( )

1 1 11

11

1

1 1

2
3,2 ,2

1
3,1 ,1

3,3

3
3,3

= sin

sin

1 cos

cos sin ,

a a W aa

W aa

W a

W Wa a

x
A x A x D x A x

x

x
D x A x

x

D x B x

x x
D x

x x

θ
θ θ

θ
θ θ

θ θ

θ θ
θ θ θ

∂ 
′ + + + ∂ 

∂ 
+ + + ∂ 

+ − +

∂ ∂
+ +

∂ ∂









 (13) 

 
which differs significantly from the electromagnetic field transformation law known from the electrodynamics, that is a natural 
consequence of the presence in (1) of the non-Abelian term. Therefore, there is a question, how the observed values, which are 
the strengths of the electric and magnetic fields, can be constructed, because for this it is necessary to find expressions that 
would not depend on either the gauge ( )2SU −  field or the gauge ( )1U −  field. 

Obviously, it would be possible to require the conservation of the ordinary law of the local transformation for the 
electromagnetic field, but in this case the relation (1) ceases to be gauge-invariant.  

Thus, to introduce an electromagnetic field using the relation (1) without the “destruction” of the well-known and 
repeatedly verified description of the electromagnetic field, it seems impossible. Therefore, we propose a slightly different 
approach to the description of the electroweak interaction, which does not “destruct” the usual description of the 
electromagnetic field. 
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Abstract. The photoluminescence and photoconductivity spectra of the p-GaS/n-InSe heterostructure under the 

action of the Nd: YAG laser were studied experimentally. It is shown that the narrow luminescence lines observed in the 
spectra with a half-width ~ 10 Å are due to exciton and interband transitions. In n-InSe/p-GaSe heterostructures, after laser 
irradiation, the increase in photosensitivity is 102. 

 
1. Introduction  
Semiconductor heterostructures and, especially, quantum wells, filaments and points, are today the subject of 

intensive scientific research [1]. The GaSe, GaS, and InSe crystals from A3B6 semiconductor compounds are ideally suited 
for this purpose. Since these crystals have a layered structure, and this feature makes it possible to fabricate on their basis 
samples with a mirror surface and causes the chemical as well as adsorption inertness of the surfaces of natural chips. The 
samples are not subjected to chemical treatment. They are characterized by a low concentration of various surface states, 
and the interface of diode structures on their basis is more perfect. 

In this paper, the luminescence spectra and the relaxation curves of the photoconductivity of the p-GaSe/n-InSe 
heterojunction under the action of laser radiation are experimentally studied. 

 
2. Experimental method 
The investigated single crystals of p-GaS and n-InSe were grown by the Bridgman method in the horizontal 

version. The entire growing process was carried out in an automatic mode, which made it possible to obtain perfect single 
crystals with a natural mirror surface. Samples with a thickness of 10-30 μm and an area of ~1-3 cm2 were made by 
shearing from large ingots in the direction parallel to the optical axis. A thin layer of InSe was deposited on the freshly 
cleaved surface of the sample from GaS by thermal evaporation in vacuum (10-5 Torr). 

The radiation source was a pulsed Nd: YAG laser with built-in 2nd and 3rd harmonic generators, designed to 
generate radiation with a wavelength of 1064, 532 and 335 nm. The laser pulse duration was 12 ns with a maximum power 
of ~ 12 MW / cm2. The photoluminescence spectra were measured using an automated monochromator with a double 
dispersion M833 (spectral resolution ~ 0.024 nm at a wavelength of 600 nm) with computer control and a detector 
recording radiation in the wavelength range 350-2000 nm. 

 
3. Experimental results and their discussion 
When the p-GaS/n-InSe heterojunction is excited by the third harmonic of the Nd: YAG laser (eV) from the GaS 

side (wide-gap window), a luminescence with a maximum of 490 nm is observed (Fig. 1, a). The half-width of the lines is 
~ 10 Å. In addition to this line, another line with a maximum of 561 nm is observed in the spectrum (Fig. 1, b). 

In the long-wave region of the spectrum, two more lines with maxima λ3 = 975 nm and λ4 = 986 nm, respectively, 
were detected. 

The observed radiation lines can be conditionally divided into two particles. The short-wave emission lines with 
maxima and λ1 = 490 nm (2.53 eV) and λ2 = 561 nm (2.21 eV) refer to radiation associated with GaS, and long-wavelength 
emission lines λ3 = 975 nm (1.27 eV) and λ4 = 986 nm (1, 25 eV) refer to a thin InSe film. In our opinion, the short-wave 
emission line λ1 corresponds to an optical transition in the region of the edge of the absorption band of GaS, since the 
width of the forbidden band of GaS is 2.53 eV [2]. Radiation with a maximum λ2 can be due to an acceptor level located in 
the forbidden band of GaS with activation energy Ea = 0.37 eV, or Ga vacancy [3]. The existence of two recombination 
channels, intrinsic and impurity, is also confirmed by the study of the relaxation curves of nonequilibrium 
photoconductivity (Fig. 2). 
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Fig.1. The luminescence spectra of the p-GaS/n-InSe heterojunction at different radiation bands (a, b, c). 
 

 
 

Fig.2. Relaxation of the photocurrent of the p-GaS/n-InSe heterojunction                                          
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Fig.3.IV characteristic of the p-GaS/n-InSe heterojunction 
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Relaxation of the photocurrent occurs through fast and slow recombination channels. The fast relaxation time is τ ~ 
15 μs, associated with the intrinsic transition, and the slow relaxation time due to impurity excitation with τ ~ 200 μs. As 
for the long-wavelength emission line related to InSe, rather well-known emission lines associated with an optical band-
band transition, ω =1.27 eV and annihilation of free excitons, ω =1.25 eV, with a binding energy of ~ 20 meV [4]. 

  The p-GaS/n-InSe heterostructure has a diode characteristic, and the rectification coefficient at 2 V is ~ 2·102. As 
experimental results show at high levels of optical excitation W> 6 MW/cm2, a significant change in the current-voltage 
characteristic of the investigated samples is observed (Fig. 3). In both the forward and backward directions, the resistance 
of the heterostructure increases by two orders of magnitude in comparison with the resistance before laser irradiation. 
After laser processing, the photosensitivity of the heterostructure also increases by two orders of magnitude.  

 
4. Conclusion 
In conclusion, we note that the emission line found at p-GaS/n-InSe heterojunctions with a maximum of 490 nm, 

with a half-width ~ 10 A0, can be an effective light source in the blue region of the spectrum. The fast photocurrents 
observed in the relaxation curves of the nonequilibrium photoconductivity of p-GaS/n-InSe make it possible to state that 
laser radiation detectors operating at room temperature can be used on their basis.  
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Abstract. At work geometrical paragmeters of (Au2S)n nanoparticles have been defined. By solving equations of molecular 
orbitals method analitical expressions of molecular orbitals of nanoparticle have been defined. The values of orbital 
energies have been calculated by computer programs and various properties of nanoparticle have been investigated 
according to the values of orbital energies. 
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1. Introduction 

 
      Properties of nanoparticles depend on its dimensions and the number of atoms of nanoparticle. Several ways have 
been suggested to find out the number of atoms of nanostructures, which constructed with different type of atoms [1,2]. 
However, as these ways are complicated, they create some difficulties. Special methods are suggested at work, if the 
dimensions of nanostructures are known. Au2S nanoparticle is described as a sphere form.  
 

                                                 
Fig 1. Au2S compound. 

 
Covalent radiuses  of Au and S atoms have been used to define R radius of sphere. rAu=0.134 nm, rS=0.102 nm. According 
to the picture; 

a = AD =  4𝑟𝐴𝑢 =  0.536 nm 
b = AB =  2𝑟𝐴𝑢 + 2𝑟𝑆 = 0.472 nm 

From ∆𝐴𝐶𝐷  r calculated as below: 

r =
𝐴𝐶
2

=
√a2 + b2

2
= 0.357 nm 

Based on tightly packed particles model the value of n in (Au2S)n  (𝑅 ≈ 0.65 𝑛𝑚) have been calculated: 
 

𝑛 = �
𝑅
𝑟
�
3

≈ �
0.65

0.357
�
3

≈ 6 

While considering n=6, it is possible to investigate theoretically many quantum-mechanical properties and to configure 
theoretical model of (Au2S)6  nanoparticle. 
 

2. Methods       
 

     Various properties of multi-electron system can be calculated by applying of molecular orbitals method [3, 4]. Number 
of total basis functions of (Au2S)6  nanoparticle is m=534. If  the calculations have been carried out on the valence 
electrons approximation, the number of basis functions is m=72. In order to construct the molecular orbitals of  (Au2S)6 
nanoparticle  6s-, 6px, 6py-, 6pz- valence atomic orbitals of Au atoms, and 3s-, 3px-, 3py-, 3pz- valence atomic orbitals of S 
atoms have been used as basis atomic orbitals. According to MO LCAO approximation molecular orbitals have been 
searched as following: 
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𝑈𝑖 = �𝐶𝑞𝑖𝜒𝑞

𝑚

𝑞=1

                                 (1) 

 
Here,  χq – atomic orbitals. As atomic orbitals exponential type Slater or Gauss functions can be used. It has been 
identified that Slater functions describe the state of electrons in valence region better than Gauss functions [5].  
    Cqi –unknown coefficient, m- is the number of 𝒳𝑞  =  𝒳𝑛𝑙𝑚  (ƺ, 𝑟,𝜃,𝜑) Slater atomic orbitals taken as basis functions.  

𝜒𝑛𝑙𝑚  (𝜉, 𝑟𝜃𝜑) =
(2𝜉)𝑛+

1
2

�(2𝑛)!
𝑟𝑛−1𝑒−𝜉𝑟𝑆𝑙𝑚(𝜃𝜑)           (2) 

 
     Here 𝑆𝑙𝑚(𝜃𝜑) are real spherical functions. The values of exponential parameter ƺ of Slater atomic orbitals have been 
calculated by formula given in Ref. [6].  
     The value of 𝐶𝑞𝑖 unknown coefficients in (1) expression is calculated by solving equation: 
 

��𝐻𝑝𝑞 − ε𝑖𝑆𝑝𝑞�𝐶𝑞𝑖 = 0            (3)
𝑚

𝑞=1

 

 
Hpq  are matrix elements of Hamilton operator. Wolfsberg-Helmholz approximation has been used for estimate the value of 
quantity Hpq. The analitical expressions which known from literature have been used to calculate Spq- overlap integrals [7, 
8]. In order to calculate overlap integrals based on these expressions, the values of principal n-, angular l-, and magnetic 
m- quantum numbers of Slater atomic orbitals, values of exponential parameters ξ-, Cartesian coordinates of atoms  should 
be known. Computer programs created by authors have been used to solve the equation (3) [9]. By carring out computer 
calculations  orbital enerjies of  Au2S and (Au2S)6 nanoparticles have been calculated and analitic expresisons of molecular 
orbitals have been defined. 
     

3. Results and discussions 
 

      By using values of ƺ exponential parameters and formula of real Slater atomic orbitals the following analytical 
expressions have been defined for basis functions.  
 
                                   χ6s(Au) = χ600(2,599004, r)���⃗ = 1,027395

√π
r5e−2,599004r    

 

  χ6𝑝𝑥(Au) = χ611(2,4812, r)���⃗ =
1,3162
√π

r5e−2,4812r sin θ cosφ                           

                   
                                   χ6𝑝𝑦(Au) =  χ61−1(2,4812, r)���⃗   = 1,3162

√π
r5e−2,4812r sin θ sinφ                   

 
                                   χ6𝑝𝑧(Au) =  χ610(2,4812, r)���⃗   = 1,3162

√π
r5e−2,4812r cos θ                    

 
                                   χ3s(S) = χ300(1,87625, r)���⃗ = 1,90698

√π
r2e−1,87625r  

 
                                   χ3𝑝𝑥(S) =   χ311(2,0289, r)���⃗ = 4,3438

√π
r5e−2,0289r sin θ cosφ                      

                              χ3𝑝𝑦(S) =   χ31−1(2,0289, r)���⃗   = 4,3438
√π

r2e−2,0289r sin θ sinφ                  
 
                              χ3𝑝𝑧(S) =  χ310(2,0289, r)���⃗   = 4,3438

√π
r2e−2,0289r cos θ   

 
                                                   Table 1. Orbital energies of  Au2S  nanoparticle (in a.u.) 

𝜀𝑖(i= 1-3) 𝜀𝑖(i= 4-6) 𝜀𝑖(i= 7-9) 𝜀𝑖(i= 10-12) 
-0.904186     -0.396359     -0.337629     -0.314327     
-0.748882     -0.379641     -0.331995     -0.126112      
-0.594769     -0.377323     -0.330904      0.008427 

 
8 valence electrons of Au2S nanoparticle have been located at two by two levels starting from the lowest energy level. The 
value of band gap can be calculated as                𝐸𝑔 = 𝜀𝐿𝑈𝑀𝑂 −  𝜀𝐻𝑂𝑀𝑂. Here, 𝜀𝐿𝑈𝑀𝑂 is the energy of the lowest empty 
molecular orbital, and 𝜀𝐻𝑂𝑀𝑂 is the highest energy of molecular orbital occupied by electrons. 
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𝜀𝐿𝑈𝑀𝑂 = 𝜀5 = −10,330642 eV  , 𝜀𝐻𝑂𝑀𝑂 = 𝜀4 = −10,785566 eV , 𝜀𝐿𝑈𝑀𝑂 −  𝜀𝐻𝑂𝑀𝑂 = 0,454924 eV. And this shows that, 
Au2S nanoparticle is semi conductive material. The energy of the highest level, occupied by electrons is equal to the value 
of ionization potential with negative sign. 𝐼𝑝 =  −𝜀𝐻𝑂𝑀𝑂 = −𝜀4 = 10,785566 eV [3]. Strength can be calculate by the 
formula: ƞ = 1

2
(𝜀𝐿𝑈𝑀𝑂 −  𝜀𝐻𝑂𝑀𝑂 ). Consequently, as ƞ = 0.227462 𝑒𝑉, ƞ < 1𝑒𝑉, Au2S nanoparticle considered as tough 

material.  Au2S nanoparticle is electrophile, as 𝜀𝐿𝑈𝑀𝑂  is negative sign.  
The frequency of photon emitted by Au2S can be calculated as: 
 

        ν =
𝐸𝑔
h

=
εLUMO − εHOMO

h
= 1,098506241 ∙ 1014 s−1 

 
 
                                                   Table 2. Orbital energies of  (Au2S)6 nanoparticle (in a.u.) 
 

𝜀𝑖(i= 1-12) 𝜀𝑖 (i= 13-24) 𝜀𝑖 (i= 25-36) 𝜀𝑖 (i= 37-48) (i= 49-60) (i= 61-72) 
-0.977024     -0.658313     -0.411676     -0.360713     -0.181731     -0.035657     
-0.940721     -0.658288     -0.393306     -0.355716     -0.181447     -0.035327     
-0.940606     -0.560542     -0.389456     -0.355702     -0.164165     -0.034471     
-0.896197     -0.560430 -0.389436     -0.351717     -0.146484     -0.030728 
-0.876511     -0.543308     -0.388218     -0.350038     -0.146169     0.002422      
-0.876376     -0.431376     -0.388206     -0.346599     -0.118111     0.002719      
-0.853218     -0.431234     -0.367410     -0.346560     -0.117906     0.049369      
-0.829279     -0.427413     -0.361896 -0.335380     -0.108848     0.050135      
-0.829234     -0.422856     -0.361869     -0.335364     -0.098318     0.075063      
-0.700945     -0.420504     -0.361765     -0.320508     -0.098177     0.108658      
-0.671057     -0.420460     -0.361184     -0.320460     -0.061589     0.109654      
-0.670936     -0.411710     -0.361179     -0.320328 -0.051598     0.144036 

 
     (Au2S)6 nanoparticle has  48 valence electrons. So 𝜀𝐿𝑈𝑀𝑂 = 𝜀25 = −11,202371 eV., and 
𝜀𝐻𝑂𝑀𝑂 = 𝜀24 = −11,203296 eV. The value of band gap is 𝐸𝑔 = 𝜀𝐿𝑈𝑀𝑂 −  𝜀𝐻𝑂𝑀𝑂 = 𝜀25 − 𝜀24 = 0,000925 eV. And this 
shows that, (Au2S)6  nanoparticle is conductive material. The ionization potential: 
𝐼𝑝 =  −𝜀𝐻𝑂𝑀𝑂 = −𝜀24 = 11,203296 eV. Strength: ƞ = 0.0004625, ƞ < 1𝑒𝑉, (Au2S)6 nanoparticle considered as tough 
material.  (Au2S)6 nanoparticle is electrophile, as 𝜀𝐿𝑈𝑀𝑂 is negative sign.  
    The frequency of photon emitted by (Au2S)6  is  ν = 2,233602 ∙ 1011 s−1 
 

4. Conclusion  
 

As a result of the research we came to conclusion that Slater Atomic Orbitals are useful in the investigation of 
properties of nanoparticles. As the number of atoms in nanoparticle changes, their properties also changes accordingly.  
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Abstract. In this paper, the electrical properties of films Cd1-хZnхO (x=0.2÷0.9) deposited by electrochemical way, are 
investigated, depending on the film composition (x) and heat treatment (HT) regime in an oxygen atmosphere. It is 
established that the no monotonic dependence of the dark resistivity (ρd) on x and HT regime is due to changes in the ratio 
of donor and acceptor concentrations, depending on the film composition. The results are explained on the basis of the 
energy model for polycrystalline semiconductor films. 
Keywords: electrochemical deposition, oxide films, electrical properties, heat treatment 
 

1. Introduction 
 

Oxide semiconductors receive considerable attention due to their low cost of fabrication, chemical robustness, high 
transmittance coefficient and high thermal conductance.  Films of Cd1-xZnxO have received much attentionbecause of their 
wide applications in the field of optoelectronic and photovoltaic devices. [1-5]. A variety of methods have been reported 
for the preparation of CdO–ZnO alloy films such as molecular beam epitaxy [6], sol–gel process [7] and spray pyrolysis 
[8]. Among these methods, electrodeposition is an attractive method to obtain these kinds of films [9], which is well 
known for its simplicity, reproducibility and possibility of producing cheap large-area films [10-12]. Although pure ZnO 
and CdO films have been studied by many research groups, a compound semiconductor of ZnO and CdO, that is to say, 
Cd1-xZnxO has seldom been studied. 

In this work, we present electrical properties of Cd1-xZnxO (with x=0.1÷ 0.9) films depending on the films x and HT 
regime in oxygen atmosphere   
 

2. Methods and experiments 
 

The electrochemical deposition of Cd1-xZnxO films has been performed with a three electrode configuration: graphite 
electrode as anode, Ag/AgCl3 electrode as reference electrode and glass/SnO2 substrates as cathode [1].  Total area of 
working electrodes (cathode) was 1×1 cm2. The glass/SnO2 substrates were cleaned with ethanol, acetone and deionized 
water and then dried in flowing N2. At electrodeposition we used aqueous solutions of Zn(NO3)2 and Cd(NO3)2  salts 
(99.5% purities) with different molar fraction in solution (Table 1). The solution were kept on continuous stirring for 1 
hour then filtered by filter paper. The solution was homogeneous, clear, transparent and stable at room temperature. 
The reaction temperature was kept at 80°C.In order to investigate the electrochemistry in the 
deposition process of Cd1-xZnxO, cyclic voltammetry study was performed in the potential range of -1.6 to 
+1.6 V.  Cd1-xZnxO formation potentials region were registered from cyclic voltammetry curves, and are summarized in 
Table 1.  

The thickness of Cd1-xZnxO films were about 1 µm, depending on the deposition duration. All the films showed n-type 
conductivity. Hall Effect measurements showed that at room temperature the resistivity of films was 1100– 80 Ω⋅cm and 
the free electron concentration was n = 6.5×1017 – 8×1014 cm–3, depending on the Zn content. EDS data were recorded to 
determine the composition of Cd and Zn in deposited layers.  

The dark resistivity of films were  was measured by using the two-probe method in the temperature range 300–450K 
by defining an area of 1.0 cm2 on the film and silver paste was used for good ohmic contacts. Thus, the contact resistance 
can be negligible. The dark I–V measurements were made using dc multimeter. 
 

Table 1. Mole fraction of salts, deposition current and potential 
for the Cd1-xZnxO films. 

 
x Mole fraction of 

salts(mM) 
Deposition current and 

potential 

 Zn(NO3)2 Cd(NO3)2 J, 
mА/сm2 

Uc (V) 

0.2 1.22 4.88 5.6 -0.96 – -

91

Proceedings of PPA Baku, 28 may, 2018

Baku State University



1.21 

0.4 4.13 6.21 5.1 -0.96 – -
1.24 

0.5 4.91 4.94 4.2 -0.93 – -
1.26 

0.6 5.92 3.95 3.4 -0.88 – -
1.37 

0.7 6.34 2.73 3.2 -0.89 – -
1.38 

0.8 6.5 1.63 2.7 -0.9 – -
1.37 

0.9 6.85 0.76 2.4 -0.91– -
1.38 

3. Results and discussion  
 

The temperature dependence of dark resistivity, were conducted in films Cd1-хZnхO just after deposition with 
different composition. It was found that an increase of zinc concentration up to x=0.6 results to sharp increase of ρd. An 
insignificant change in the dark resistivity is observed, with further increase of x from 0.6 to 0.9. Such dependence of ρd on 
x is most likely indicative of nonmonotonic change in the ratio of Nd/Na (where Nd and Na are the concentrations of donors 
and acceptors, respectively) in films. Note that, the ratio of the photoconductivity to dark conductivity (integral 
photosensitivity at illumination 100 mW/cm2) of films at room temperature is about 5-9 (depending on x). 

Dark resistivity of all investigated films just after deposition and after the HT (at 600°C for 15 min) is exponentially 
dependent on temperature: ρd(T) = ρ0exp(E/kT) (Fig. 1).  

The obtained value of the activation energy (E) of the dark resistivity for films just after deposition was 28-31 eV, 
which corresponds to the activation energy of desorption of oxygen [11, 12]. It is established that the value of E increases 
with HT temperature and, at 600°C for 15 minutes, was about 0.34 eV. This energy value, most likely, corresponds to the 
activation energy of cadmium and zinc vacancies or centers of more complex nature. 

It is established that the current-voltage (I-V) characteristics of the just deposited films has a complex (nonlinear) 
form, which depends on the x. Thus, at x≤0.6, the I-V characteristics of films obeys an exponential (at U < 4 V), and then 
(at relatively high values of the applied voltage) power law (sublinear region of I∼Um, with m<1). The sublinear region of 
the I-V characteristics replaced by quadratic region, with an increase of x. Further, for films with x≥0.6, a region with an 
exponential dependence gradually disappears, and value of m decreases to m=1. 

It has been established that the behavior of dark I-V characteristics is not monotonically dependent on the HT 
temperature and duration. At low HT temperatures (at 300-4000C for 15 min), the nonlinear section on the I-V 
characteristics becomes linear. After HT at 6000C for 15 min in oxygen atmosphere, only linear dependence is observed on 
the I-V characteristics. After that, at higher HT temperatures (>6000C), despite a sharp decrease in the dark current, the 
linear nature of I-V characteristics is preserved. 

The obtained results are explained on the basis of the energy model for polycrystalline semiconductor films, 
which can qualitatively explain the main features of various electronic processes in them. It should be noted that the 
features of the structure of such films determine the mechanisms of current transmission and photosensitivity, which differ 
from the properties of single crystals. First, because of the rather large value of the ratio of the surface area to the volume, 
in these films, surface effects play a dominant role. Secondly, after the removal of films from chemical solution to 
atmosphere, the adsorbed oxygen, due to the presence of intercrystalline pores, forms deep traps (capture levels) for 
electrons on the surface of individual crystallites.  
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Fig. 1. Temperature dependence of dark resistivity of the 

Cd1-хZnхO films just after deposition. 
 
As a result, potential barriers form at the boundaries of neighboring crystallites. The energy bands of films can be 

schematically depicted as a set of microcrystallites with potential barriers at the interface with neighboring and various 
types of local levels (trapping and trapping centers sensitizing, recombination, scattering). This is entirely permissible and 
is caused by the complex chemical compositions of the initial materials, the nature of the deposition process, and so on. 
According to this model, the film resistance as a whole consists of the sum of the resistances of individual crystallites and 
barriers. Therefore, changes in conductivity under the influence of any action (for example, changes in film composition, 
temperature, HT regime, light, injection, etc.) in addition to the change in the concentration of free carriers can also be 
caused by a change in their effective mobility, due to the modulation of the height and width of potential barriers . 
Naturally, both of these, under certain conditions, can provide a transfer of carriers between the crystallites. In this case, an 
important role is played also by the small thickness of the films. It should be taken into account that in polycrystalline 
films the crystallite sizes are usually small (30-200 nm) in comparison with the diffusion displacement length. According 
to SEM studies, as already noted, the crystallite sizes after HT significantly (almost 20-50 times) increase. Naturally, 
change in the composition and HT regime of the films can purposefully vary the main parameters of adhesion levels and 
micro crystallites, as well as interlayers and potential barriers between them. Within the framework of this model, a 
decrease of σd after HT, in comparison with the values in non-heat-treated films, can be explained directly by a change in 
the number of adsorbed oxygen molecules. The concentration of oxygen molecules adsorbed on the surface decreases with 
increasing annealing temperature. However, this decrease occurs not only due to desorption of oxygen molecules. If some 
part of this decrease in the concentration of oxygen molecules is associated with desorption, the other part is due to their 
decay into atoms, which play the role of capture centers for minority carriers (holes). In the general case, a decrease in the 
concentration of oxygen molecules after HT leads, first, to a decrease in the height of the barriers; secondly, to an increase 
in the ratio of the concentration of centers of various types; thirdly, to an increase in the density of capture centers of 
minority carriers. The capture of minority carriers by oxygen atoms leads to a decrease of σd with respect to the initial 
value. However, the rate of recombination of the main carriers also decreases. Therefore, after that, the photoconductivity 
increases with respect to the initial one.  
 

Conclusion 
 
Thin films of Cd1-хZnхO (x=0.2÷0.9) were deposited by electrochemical way. It has been established that 

regulating composition and HT regime can be specifically control the electrical parameters of Cd1-хZnхOfilms.The results 
are explained on the basis of the energy model for polycrystalline semiconductor films. 

 
Reference  

 
[1] H.M.Mamedov, S.I.Shah, A.Chirakadze, V.U.Mammadov, V.J.Mammadova, Kh.M. Ahmedova, Photonics 

Letters of Poland, 10, 26 (2018). 
[2] H.M.Mamedov, V.U.Mammadov, V.J.Mammadova, Kh.M. Ahmedova,Journal of Optoelectronics and Advanced 

Materials, 17, 67 (2015). 
[3] R. J. Kasumova, N.V. Kerimova, V.J. Mamedova, Journal of Nonlinear Optical Physics & Materials, 26, 1750019 

(2017).  
[4] Y. Caglar, M. Caglar, S. Ilican and A. Ates, J. Phys. D: Appl. Phys., 42, 065421 (2009). 
[5] F. Wang, Z. Ye, D. Ma, L. Zhu and F. Zhuge, J. Cryst. Growth, 283, 373 (2005). 
[6] S. Sadofev, S. Blumstengel, J. Cui, J. Puls, S. Rogaschewski, P. Schafer and F. Henneberger, Appl. Phys.  Lett., 

89,201907 (2006). 

0,002 0,004 0,006 0,008 0,010 0,012 0,014
7,0

7,5

8,0

8,5

9,0

9,5

10,0

 

 

ln
ρ 

(Ω
cm

)

Cd0.1Zn0.9O

0,002 0,004 0,006 0,008 0,010 0,012 0,014

6,6

6,8

7,0

7,2

7,4

7,6

7,8

8,0

8,2

Cd0.2Zn0.8O

 

 

0,004 0,006 0,008 0,010 0,012 0,014

6,6

6,8

7,0

7,2

7,4

7,6

7,8

8,0

Cd0.3Zn0.7O

 

 

ln
ρ 

(Ω
cm

)

1/T (K-1)
0,002 0,004 0,006 0,008 0,010 0,012 0,014

4,2
4,4
4,6
4,8
5,0
5,2
5,4
5,6
5,8
6,0
6,2
6,4
6,6
6,8
7,0

 

 

 

 Cd0.4Zn0.6O
 Cd0.5Zn0.5O
Cd0.6Zn0.4O
 Cd0.8Zn0.2O

1/T (K-1)

93

Proceedings of PPA Baku, 28 may, 2018

Baku State University



[7] G. Torres-Delgado, C.I. Zuniga-Romero, O. Jimenez-Sandoval, R. Castanedo-Perez, B. Chao and S. Jimenez-
Sandoval, Adv. Funct. Mater.,12, 129 (2002). 

[8] H. Tabet-Derraz, N. Benramdane, D. Nacer, A. Bouzidi and M. Medles, Sol. Energy Mater. Sol. Cells, 73, 249 
(2002). 

[9] M. Tortosa, M. Mollar and B. Marı, J. Cryst. Growth, 304,97 (2007). 
[10] H. Mamedov, Z. Konya, M. Muradov, A. Kukovecz, K. Kordas, D. Hashim, V. Mamedov, J. Solar Energy 

Engineering, 136, 044503 (2014). 
[11] Abdinov, H. Mamedov, and S. Amirova, Thin Solid Films, 511-512, 140 (2006) 
[12] Abdinov, H. Mamedov, S. Amirova, Jpn. J. Appl. Phys.,46, 7359 (2007). 

94

Proceedings of PPA Baku, 28 may, 2018

Baku State University



THE INFLUENCE OF THE CORONA DISCHARGE 
ON THE DIELECTRIC AND LUMINESCENT 
PROPERTIES OF POLYMER NANOCOMPOSITES 
BASED ON POLYPROPYLENE AND SILVER 
SULPHIDE  NANOPARTICLES 

 
S. G. NURIYEVA, M. A. RAMAZANOV 
 
Baku State University, AZ 1148, ZakhidKhalilov Str. 23, Azerbaijan, 
e-mail: aliyeva-s@list.ru 
 
Abstract. This paper involves using a combination of two synthetic methods for preparation of nanocomposites (PP/Ag2S) 
based on polypropylene and silver sulphide by application of ultrasound and microemulsion techniques. The morphology of 
the nanocomposite and the distribution of silver sulphide nanoparticles in the polymer matrix were studied by scanning 
electron microscopy. The influence of corona discharge on the luminescence and electrophysical properties of PP/Ag2S 
nanocomposites has been studied. It was found that after polarization under  the corona discharge, the intensity of the 
luminescence and the dielectric permittivity of PP/Ag2S nanocomposites increase. It was explained by the formation of 
traps for electrical charges in the polymer matrix.  
 
Key words: nanocomposite, corona discharge, dielectric properties, luminescence properties, silver sulphide nanoparticles. 

 
1. Introduction 

 
Nanocomposites consisting of the polymer which structure was modified with the help of different physical 

methods and semiconductor nanoparticles which sizes are comparable with the mean free pass of the electron, perspective 
materials that can find its application in the different field of science and technology.  
There are various simple physical-technological methods of surface processing of PNCs: electric discharge, corona 
discharge, modification with gamma rays, thermal treatment and etc. All these modifications cause certain changes, 
resulting in the formation of the active groups in the composite material. All these factors change some of the properties of 
the material. The study of modified nanocomposites has proven to have a positive effects [1-4]. 
 Corona discharge treatment of polymer nanocomposites can cause to the increasing their surface energy.We 
would like to note that in this case only the surface layer of the macromolecule is modified which leads to improvement of 
their hydrophilic properties and adhesion ability. Also, the electrons generated during corona discharge, impact the 
polymer film with energies that are enough to break the molecular bonds on the surface. The resulting polar groups on the 
surface, primarily hydroxyl, carbonyl and carboxyl groups enhance the chemical activity of the polymer matrix. It can 
increase the strength of the polymer. 
 Active groups of polymer material change the molecule structure of the polymer due to the high voltage field. The 
deformation of the structural molecules leads to the formation of  traps for electric charge in the polymer material. These 
traps deteriorate the electro-technical properties of the insulating process by changing the supramolecular structure. As a 
result of oxidation and structuring, the reactivity of the polymer chain increases. Structuration is the result of the 
interaction of the external field and the interior of the neighboring macromolecules[5-7]. 

This paper presents a combinational method for the synthesis of nanocomposite PP/Ag2S based on polypropylene 
and silver sulphide, also was studied the effect of corona discharge on the dielectric and luminescence properties of 
polymer nanocomposites based on PP/Ag2S. 
 

Reagents 
 
Reagents used for research: isotactic polypropylene powder (M 250000), AgNO3– silvernitrate, Na2S-sodium 

sulphide , С6Н5СН3 toluene, C12H25SO4Na–sodium lauryl (dodecyl) sulphate, H2O-distilled water. 
For obtaining of PP/Ag2S nanocomposite samples the combination of ultrasonic and microemulsion methods 

were used [8]. 
The polarization of nanocomposites was carried out with the help of corona discharge. Corona discharge is 

realized with the help of needle-plane electrodes. The diameter of the needles is approximately 0.3 mm, and the distance 
between the needles and the substance was 1 cm. The charging voltage is Uк≈6-9 kV, the charging time is 5-10 min. The 
thickness of the samples is 100 μm. Before beginning of the experiment, the samples were thoroughly degreased. After 
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that, thin films were placed on a grounded electrode and charged at a voltage of 6 kV by a negative corona through a 
system of metal needles vertically spaced 6×10-3 m from the surface of the sample. 

The XRD diffractograms of nanocomposites were examined by diffractometer Rigaku Mini Flex 600s using the 
X-ray tube with the copper anode (Cu-Kα radiation, 30 kV and mA) at room temperature.  

The distribution of silver sulphide nanoparticles in the polymer matrix was investigated by the scanning electron 
microscope JEOL JSM-7600F. 

The fluorescent properties of the nanocomposite were studied on spectrofluorimeter Cary Eclipse.  
The measurements of dielectric permittivity have been carried out by using the immittancemeter MINIPI Е7-20. 
 
3. Results and discussion 
 
The crystallographic structure of nanocomposites was examined by diffractometer Rigaku Mini Flex 600s using 

the X-ray tube with the copper anode (λ=1,5418AºCu-Kα radiation, 30 kV, and mA) at room temperature. Figure 1 shows 
the diffraction patterns of nanocomposites based on polypropylene and silver sulphide nanoparticles. The phases of 
nanocomposites were determined by comparing with XRD diffraction patterns those of known minerals. 

 
Fig. 1. XRD diffraction patterns of PP powder (1), Ag2S nanoparticles (3) and nanocomposite based on PP/Ag2S (2). 

 
The diffraction patterns of pure PP powder are in good agreement with the reported data for ICDD (PDF-

2/Release 2011 RDB-00-050-2397). XRD diffraction patterns show that the main peaks of 14,404(100), 17,365(040), 
18,888(130), 22,093(111), 25, 76(131), 29,05(141) belong to the α-PP which has monoclinic syngony. 

 The diffraction patterns for synthesized Ag2S are in good agreement with the reported data for İCDD (PDF- 
2/Release 2011 RDB- 00-003-0844). XRD diffraction patterns gave dominant peaks 2𝜃𝜃 at 25,18 (11-1); 27,62 (100); 31,78 
(11-3); 34,43 (12-1); 38,03(120); 42,99(20-2) and showed the orthorhombic structure of the prepared Ag2S and are in good 
agreement with the reported data for Ag2S (acanthite). The lattice constants for this crystals were a= 6,880 Å, b= 6,920 Å 
and c=4,770 Å. XRD pattern demonstrates the formation of PP/Ag2S nanocomposite with characteristic peaks of PP 
polymer and Ag2S nanoparticles. 

The microstructure and elemental composition of the phases of the PP/Ag2S nanocomposite were analyzed by 
SEM (Figure2). The study of the microstructure of the samples is often accompanied by micro X-ray analysis; the 
characteristic feature of the last one is its locality – the maximum excitation region of 1 μkm. This provides information on 
the chemical composition of the sample in any selected microscopic site. 
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Fig. 2. Energy dispersive micro-X-ray analysis of nanocomposite PP/Ag2S. 

 
Energy dispersive micro-X-ray analysis of nanocomposite PP/Ag2S was performed using energy dispersive 

spectrometer mode using signals of secondary electrons and backscattering electron.  
In the case of energy-dispersive spectrometer there is an accumulation of the entire spectrum, so qualitative 

analysis is automatically performed at any measurement. Energy dispersive spectrometry performs quantitative X-ray 
microanalysis and spectra obtain predetermined pitch region: point, area, along the line. 

To confirm the elemental composition of the phase was carried out mapping of the distribution of elements on the 
surface (Figure3). If we impose the maps of distribution of the chemical elements (Figure 3) on the microprobe analysis of 
nanocomposite microstructure (Fig. 2), we find that the light phase consist of three elements C, S, Ag, dark - only from C. 

 
Fig. 3.SEM mapping of nanocomposite sample PP/Ag2S. 

 
The quantitative elemental composition of the six-point spectra revealed that the light phase is mainly composed 

of carbon (58 wt.%), oxygen (12wt.%), silver (25 wt.%), sulphide  (4wt.%) and the rest - of the other elements.  
General view of the X-ray spectrum lines, showing the presence of elements in a dark phase is shown in Figure 4. 

 
 

Fig.4.EDS spectrum of PP/Ag2S nanocomposite 
 

Figure5 shows scanning electron microscope image of  PP/Ag2S nanocomposite obtained with 0,01M contents of 
silver sulphide nanoparticles.  
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Fig. 5. Nanoparticle size of the nanocomposite PP/Ag2S. 
 

The figure shows that the size of the Ag2S nanoparticles is approximately 20-50 nm in polymer matrix. Scanning 
electron microscopy study also showed that Ag2S nanoparticles uniformly distributed in the pores of PP polymer. 

Also, the influence of corona discharge on the luminescent properties of nanocomposites has been investigated. The 
luminescence spectra of PP/Ag2S nanocomposites were studied before and after the polarization under the corona 
discharge (Figure 6). It was found that the intensity of luminescence increases after polarization.  

 

 
Fig. 6. Luminescence spectra of nanocomposite PP/Ag2S before (a) and after (b) the polarization under the corona discharge. 

 
The luminescence spectra exhibits peaks at wavelengths of 446 nm, 467 nm, 497 nm, 528 nm, 542 nm and 570 nm. 

It was found that luminescent peaks at 528 nm, 542 nm and 570 nm were belonging to Ag2S nanoclusters. As it is seen, the 
regularities of the change in the luminescence spectra of nanocomposites based on PP/Ag2S before polarization are the 
same. After the nanocomposite polarization under the influence of corona discharge, its luminescence spectrum intensity 
increases strongly. 

This means that the value of interfacial interaction of polymer and filler in the material is change. It is assumed that 
this phenomenon is due to the polarization of newly formed electric charges in the supramolecular structure of 
nanocomposites as a result of corona discharge. It is considered that during polarization process a large amount of electric 
charges is accumulated at the interface of the components of the nanocomposite. So the intensity of emission spectrum of 
nanocomposites increases after polarization due to the activation of luminescent centers by the impact of the newly created 
local area. 
 Figure 7 shows the frequency dependences of the dielectric permittivity (ε) of the PP/Ag2S nanocomposites 
obtained with 0,01M concentration of silver sulphide nanoparticles. The dielectric permittivity (ε ) of PP/Ag2S 
nanocomposites was recorded at room temperature and over a frequency range of 102-106Hs before and after corona 
discharge polarization. 
 There are different polarization process under the influence of corona discharge-injection of charged particles to 
samples and trapping of electrons in a trap, migration polarization, etc. 
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Fig.7. Dependence of the dielectric permittivity of  PP/Ag2S nanocomposites on frequency  (1) before and after (2) polarization  under 

the influence of corona discharge. 
 

 As can be seen from the graphs, the polarization under corona discharge significantly affects the value of 
dielectric permittivity of PP/Ag2S nanocomposite. It was found that the dielectric permittivity of this composite materials 
increase after polarization process. In general, the increase in the dielectric permittivity of the PP/Ag2S nanocomposites 
after corona discharge polarization, associated with the emergence of traps for electrical charges. In turn this traps form 
polarization centers and the dielectric permeability of PP/Ag2S nanocomposites increases. The decrease in the dielectric 
permittivity with increasing frequency due to the fact that polar groups can not relax at high frequency and polarization is 
deteriorating in this region. 
 

4. Results  
 

In this work was used a combination of two synthetic methods for preparation of nanocomposite (PP/Ag2S) based on 
polypropylene and silver sulphide by application of ultrasound and microemulsion techniques. The size and the 
distribution of silver sulphide nanoparticles in the polymer matrix were studied by scanning electron microscope. It was 
found that depending on the technology for obtaining polymer nanocomposites, uniform and homogeneous distribution of 
nanoparticles in the polymer matrix can be achieved. It is shown that during polarization under the influence of corona 
discharge, charges accumulate at the interface of phases of the nanocomposites based on PP/Ag2S and these charges create 
a sufficiently large internal local field, and in the field of this charge, the silver sulphide  nanoparticle polarizes. Was found 
that, after polarization under the influence of corona discharge the intensity of the luminescence increases. Has been found 
that additional luminescent centers are excited in nanocomposites due to boundary charges, and as a result, the intensity of 
luminescence increases. Also was found that increasing of dielectric permeability of PP/Ag2S nanocomposites after 
polarization under the corona discharge and it was explained by formation of traps for electrical. In turn this traps form 
polarization centers and the dielectric permeability of PP/Ag2S nanocomposites increases.  
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Abstract. By using the method of fluorescent zonde was conducted the estimation of micro viscosities of membranes in 
yeast cells under the influence of γ-irradiation at dose 5-150 Gy. According to the spectra of pyrene fluorescence has been 
determined the micro viscosity of lipid bilayer, zones of protein-lipid contacts and in the zone of annular lipids. Based on 
data, it was shown that, after the irradiation of yeast cells at doses 5-50 Gy there is change of viscosity of adaptive 
structural-functional rearrangements. The totality of the obtained data suggests that, adaptation processes at high radiation 
dose (75-100 Gy) in yeast cells, obviously, end at an earlier time. 
 
Key words: Delayed fluorescence, ionizing radiation, yeast cells, lipid peroxidation 
 

Introduction 
 
Plasmatic membrane of cell by nature has very sensitive structure against the influence of various external agents, 

including the radioactive radiation. It was identified that, various doses and irradiation character (chronic or acute) 
differently change its physical parameters - as micro viscosity and polarity of lipid bilayer [28].  It has been determined, 
that is caused due to a change in the activity of lipid peroxidation (LPO) processes, by decreasing of total membrane level 
in phospholipids and cholesterol content, with various quantitative and qualitative changes in the plasmatic membrane 
structure [12,29]. It can be supposed that, by changing the content, structures, physic -chemical membrane state, one can to 
a certain extent judge the magnitude and dose nature of obtained cells during irradiation.  
Research work by  Veselova & Vesolovskii  (2012) is shown that determine which processes in air-dry seeds result in 
bimodal changes of the pea seed quality under the influence of low doses of gamma-radiation. The latter could be the 
reason for the increased water content in the "improved" seeds and a decreased water permeability of cell membranes 
[30].   Basing on results, obtained in model membrane systems, it can be supposed that, the development of post-radial 
changes will happen in erythrocyte membranes of organisms, irradiated in low doses and with low power due to the 
violation of protein-protein, protein-lipids and lipid-lipid interaction. It is known that, for the evolution of mobility 
changes in membrane structures of both lipids and  proteins, an integrated indexas viscosity can be used [8]. The different 
ways of the radiation-induced effect were revealed in the investigations of chronic ionizing radiation influence in total 
doses of 0.3, 0.6 and 1.0 Gy (0.0072 Gy/day) on the structural properties of the apical and of the 
mitochondrial membranes of small intestine enterocytes. The modification of the physical properties of the membrane 
surface area, the decrease of the structural order of the lipid component and conformational changes of the proteins were 
shown to be specific for the apical membrane. The disturbance of the dynamic properties and topography of the internal 
mitochondria membrane was revealed in the investigation of the inductive-resonance energy transfer between the pairs of 
the fluorophores: tryptophan-pyrene, tryptophan-ANS, pyrene-ANS [22,23.]. 

The success, achieved in recent years in membranology allows us to consider the erythrocyte membrane not only 
as a structural component of the cells-specifically structured shell with regulated physico-chemical properties, but also as a 
coordinator of the cell's operation, depending on the nature of the incoming information signals of chemical and physical 
(radiation) nature. The main internal component of erythrocytes is hemoglobin, therefore radiation-induced structural-
functional membrane disturbances are capable of reflecting on its characteristics. At the same time, changes in the 
hemoglobin molecule can affect the characteristics of the membrane by the feedback mechanism. Asrar M. Hawas carried 
out a large complex of biochemical and biophysical investigations of cells in animal organs (rat), induced to γ-irradiation 
of low intensity (137 Cs). The rate of alkaline elution of lymphocyte DNA and liver, neutral elution and adsorption on 
nitrocellulose filters of spleen DNA, structural characteristics (EPR method of spin probes) of nuclear, mitochondrial, 
synaptic, erythrocyte and leukocyte membranes have been studied [2]. During the investigations of functional cell 
activities have been studied the activity and isoforms of aldoses’ and lacto dehydrogenase enzymes, activities of acetyl 
cholinesterase, superoxide dismutase, glutathione peroxidase, the formation rate of superoxide anion- radicals, 
composition and antioxidant activity of lipids listed above membranes, and also the sensitivity of cells, membrane, DNA, 
organism against the influence of additional injuring factors [9, 13, 24, 27]. In all studied indicators was found their 
bimodal dependence on doses, namely the effect increased at low doses, reaching a maximum (low-dose), then decreased 
(in some cases the sign of the effect was reversed) and further by growing dose again increased. The magnitude of the low-
dose maximum of the effect and the dose, which it achieved, depends on the nature of bio object and dose rate [3, 20]. 
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Differing from the structural characteristics of DNA (adsorption), the micro viscosity of both membrane phases 
on nitrocellulose filters significantly differs from the control at6-9,6sGy dose interval. Attention is drawn to the 
comparable scale of synchronous structural shifts, occurring in DNA and membranes under the influence of such low dose 
intensity irradiation. For the evolution of functional cell activity we used the data of kinetic parameters of membrane and 
cytosolic enzymes in cells of irradiated animals. The changes of these parameters were already observed at 1,2-2,4 s Gy. 
An important result of the studies was the establishment of a change in sensitivity of a separate macromolecule, cell and 
organism against the additional influence of injuring factors of the same and different natures. The explanations offered by 
the authors about the nature of the nonlinear bimodal effect dependence on doses are based on the representations, that 
there are gaps among the doses, causing damage in bio objects and initiating systems of their restoration [11].  

Thereby, while the recovery (or adaptation) system doesn’t work with whole intensity, the bio effect increases by 
increasing doses, and then has been as the intensity recovery processes or remains at the same level, or decreases till 
elimination, or can change its sign and again increases by increasing doses, while the damage in bio objects prevails over 
the restoration. All those data indicate that, there action of organism on the effect of low radiation doses has dose function, 
irradiation power and time elapsed since the beginning of irradiation [14]. 

So, for the influence of physical factors, namely low intensive ionizing irradiation is characterized with the same 
patterns, as in the USD case of the biological active substances: nonlinear, non-monotonic, bimodal effect dependence on 
doses, presence of “a dead-zone”, the change of sensitivity against endogenous and exogenous factors, reverse dependence 
on the irradiation intensity. Close regularities were also obtained for non -ionizing radiation [25]. 

In radiobiological literature sometimes is found the determination of low dose radiations dose, beginning with 
which the sign of the effect changes e.g. the transition from inhibition of cellular growth to stimulation [21]. 

By recent investigations uniquely are proven that, the irradiation by low doses causes numerous structural 
rearrangements in cells, persisting long after the irradiation and leading to the change of functional cell activity. The aim 
of the present study was to examine of gamma radiation on   bactericidal effect of levofloxacin [26]. All living organisms 
are exposed to different types of irradiation and therefore, the impact investigation of these radiations on the living 
organisms is of great interest. An essential role in the regulation of processes, occurring in membranes, is their micro 
viscosity of complex index, which reflects both structural, and functional (diffusion) aspects of lipid constituent 
membranes. The change of micro viscosity in membranes closely connected with the metabolic changes, occurring in cells 
[5,6, 16,18]. 
 

Materials and Methods 
 

As the investigation object served yeast cells of Candida guilliermondii-916. Yeast cells were grown in the wort-
agar in thermostat at 280С. The experiments were carried out with the suspension of 2-days culture (1×108cell/ml). The 
irradiation of yeast cells was carried out by 𝛾 − gamma-quanta at a 60Co setting. Irradiation doses are 5Gy-100Gy. As a 
control served non-irradiated suspension. For the estimation of structural state of membrane was determined the micro 
viscosity of lipid phase. The determination method based on the ability of a fluorescent pyrene probe to formexcimers in a 
nonpolar medium. The speed of lateral diffusion and pyrene excimerization in the lipid layer of membranes are inversely 
proportional to the viscosity of the medium. 1 ml suspension, aligned with the protein content, was placed on a magnetic 
stirrer and 10-3М pyrene solution was added in ethanol: 0,001ml in cell suspension. In a minute (time of wholly solution 
pyrene excimerization in lipid phase of membrane)was measured the fluorescence of samples on a spectrophotometer-
Varian Cary Eclipse 2007 at a maximum wave 334 nm excitation light for the evaluation of micro viscosity of lipid 
bilayer. The peak of fluorescence excime pyrene FЭ was registered at an emission wavelength 470 nm, but the peak of 
fluorescence monomer Fm at an emission wavelength of 393 nm. 
The pyrene excimerization coefficient Fe / Fm (334) reflecting the micro viscosity of lipid bilayer, expressed by the ratio 
of the maximum fluorescence value of pyrene excimers Fe (in relative fluorescence units at λemission= 470 nm) to the 
maximum of the fluorescence of monomers pyrene Fмλemission=393nm) at excitation λ 334 nm. The ratio of fluorescence 
intensity of excimers to monomers Fe/Fm is inversely proportional to the micro viscosity of lipid bilayer and is directly 
proportional to its fluidity. The determination of the polarity of the lipid phase and the zones of protein-lipid contacts of 
yeast cell membranes. The cell suspension containing 1mm ethanol pyrene solution (7 µmol/ml cell suspension) was 
fluorimetricated at an excitation light wavelength of 334 nm and at the emission wavelength 372 and 393 nm. The polarity 
of the membrane phase of membranes (F372 / F393 (334 nm)) was evaluated with respect to the fluorescence intensity of two 
monomeric forms of Fm pyrene at the excitation wavelength 334 nm and at the emission wavelength 372 and 393 nm. The 
polarity of the protein-lipid contact zones (F372 / F393 (282nm) was evaluated with respect to the fluorescence intensity of 
two monomeric forms of Fm in the thin pyrene spectrum at the excitation wavelength of 282 nm and at the emission 
wavelength 372nm and 393 nm [4,15]. 
At present work has been studied the influence of γ-irradiation on the development of LPO processes in Candida 
guilliermondii cells.The rate of peroxide photooxidation of lipids in membranes was judged by the accumulation of one of 
the oxidation products of malonic dialdehyde (MDA), the concentration which was determined by means of thiobarbituric 
acid (TBC "Siqma"), measuring the density of the MDA-TBA complex at the maximum of its absorption spectrum at 532 
nm (ε =1,56·105М-1sm-1) [1,7]. The registration of the absorption spectra was conducted on a SF-46 spectrophotometer. 
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The wheat germ oil was used at a concentration of 20 ml per 108 cell / ml. The statistical results were processed using the 
t-test of the student. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1.The excitement and radiation spectrums of pyrene zonde in yeast cells. 
 

Results and discussion 
 
The pyrene molecule moves to a state of excitement while absorbing light photon. This molecule can radiate 

photon at 390 nm wavelength and create an excimer combining other unexcited molecule itself. The excimer of  pyrene 
radiates the photon at 470 nm wavelength. So, in the measurement of excimer formation its luminescence based on the 
wavelength difference of monomer’s luminescence. 

In figure 1, have been shown  the excitement and radiation spectrums of control samples. At this time the 
wavelength of excitement was selected λ = 337 nm. The radiation wavelength was noted λ =470 nm while scanning the 
excitement spectrum. 470 nm wavelength corresponds to the fluorescence of the pyrene probe exymer. The pyrene's 393 
nm wavelength emission corresponds to its monomer form. Similarly the radiation was scanned for the samples radiated at 
various doses (5-150 Gy). Depending on the impact doses of qamma rays on cells basing on the indications in those 
spectrums has been identified the ratio of fluorescence of the monomeric form to the fluorescence of the pyrene's exymer 
form. The results of investigations and discussions ofγ-irradiation in yeast cells at 5-50 Gy. Doses judging by the 
excimerization coefficient, led to an increase in micro viscosity (decrease of fluidity) of a common lipid bilayer 
membrane. Similar processes were also observed in the areas of annular (with whites) lipids (fig.2). After the irradiation at 
doses 50-150Gy. was observed the  minor change in parameters, characterizing the physical state of the lipid bilayer and 
annular lipids of yeast cell membranes. 

 
 

Fig.2. Dose dependence of membrane microviscosity in yeast cells С. guilliermondii  on 𝛾-irradiation, measured with respect to the 
fluorescence intensity of the excimers and monomers of the pyrene probe (Ifl470nm / Ifl393nm). 1) λexci. 334 nm, 2) λexci. 282nm 

 
Data, obtained using a fluorescent pyrene probe indicate the changes in the studied parameters of the structural state of cell 
membranes. Based on the changed data in micro viscosity of yeast membranes after irradiation can be supposed, that the 
modification of the structure can lead to a change in the polarity of lipid bilayer permeability. 
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Fig.3.Dose dependence of environmental polarity of pyrene probeon the lipid layer of membranesF372/F393 and on the areas of annular 

lipids during γ-irradiation. 1) λexci. 282 nm. 2) λexci. 334 nm. 
 

The polarity of the environment of pyrene probe in the lipid layer of membranesF272/F393(334)increases while 
irradiating cells at  doses of 5Gy-50Gy. While evaluating the polarity of the total membrane lipid bilayer, was determined 
that, during the irradiation at doses 75-150Gy. a slight increase has been observed in polarity of the lipid component of cell 
membranes (Fig. 3). The polarity of the environment of the pyrene probe in the area of annular lipids F272 / F393 (282) does 
not have significant differences from control at radiation doses of cells from 5 to 50Gy.The polarity dynamics of pyrene 
microenvironment in the membranes of yeast cells has only the decrease tendency in the areas of annular lipids after 
irradiation under doses of 75-150Gy (Fig. 4). In the lipid layer of membranes and in the zone of protein-lipid contacts, the 
polarity slightly increases, which agrees with the data on the accumulation of primary LPO products in cell membranes, 
rapidly metabolizing into hydrophilic hydro peroxides of fatty acids. 
 

 
 

Fig.4. Dose dependence of membrane micro viscosity in yeast cells C.guilliermondii onγ-irradiance measurability with respect to the 
fluorescence intensity of the excimers and monomers of pyrene probe (Ifl470 nm / Ifl 393 nm) λ ex. 282nm. 

 
  The consequences of damage on membrane components caused by𝛾- irradiation are quite significant, which 
nowadays cause the necessity of much deeper investigation of 𝛾-irradiation influence against LPO biomembrane 
processes. 
  Namely on the yeast cell level the issues related to the regulation of LPO, which is the least studied in comparison 
with other organisms, at that time as cellular regulating mechanisms in microorganisms play significantly greater role and 
are manifested than other biological system. The specific character of the LPO study is determined by that, compared from 
other intercellular system LPO processes is by itself, and components are very stable, and their violations connected with 
the changes of concentration connections regulating speed of these reactions in cells. In figure 3 was shown the 
dependence of MDA quantity formed in yeast cells on a dose 𝛾-irradiation. 
  As seen in the figure by increasing 𝛾-irradiation doses (5-150Gy) in cell membranes, the increase of MDA 
concentration occurs, which indicates the development of the LPO process. MDA concentration was the highest during 
cell irradiation at 75Gy. Dose which exceeded the control values 2 times. After 𝛾-cell irradiation at 100-150 Gy doses 
MDA quantity is decreased to the  control level and below (Fig. 5). During LPO stimulation in membranes the content of 
lipids decreased, and also changed the micro viscosity and electrostatic charge. During deeper oxidation of phospholipids, 
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the structure of lipid bilayer violate sand occurs in  defective areas of cell membranes, and violates the functional activity 
[17]. 

Fig.5. The dependence of MDA amount formed in yeast cells on the dose of γ-irradiation. ASD-absolutely dry yeast. 

It is known that, the change in viscosity characteristics is a reflection of various modifications of intermolecular 
bonds, which is in fact determined by a combination of levels of mobile and stable interactions of membrane components, 
which follows from the notions of membrane structure, based on two hypothetical models :liquid-mosaic  and solid-frame 
[10]. In one of them emphasizes the dynamic aspects of membrane organization, in another -the stability of its components 
and intermolecular bonds come to the fore. The importance of maintaining the relative stability of membrane structure is 
determined by the need to preserve those specific membrane functions, which caused by their tissue accessories, cellular 
specialization. Relative stability is associated with bilayer redness of lipid organization of membranes, the existing 
characteristics for each type of membrane of a chemical composition, with preservation of asymmetry in the distribution of 
proteins and lipids in internal and surface layers, the creation of aggregates of lipids with proteins, lipids with lipids, lipid 
rafts and protein complexes within the layer [19]. 

Thus, it can be supposed that, during the irradiation of yeast cells at doses 75-100Gy. The viscosity characteristics 
of membranes is slightly different from the control, which indicates the establishment of relative stability of the structure 
and function of membranes. After 5-50Gy. Irradiation doses the change in viscosity characteristics and the decrease of the 
lipid component fluidity are the reflections of adaptation structurally functional rearrangements. Basing on obtained data 
on the peculiarities of the influence of wheat germ oil during𝛾-radiation the membrane modification in cells which induced 
to low doses is reversible and doesn’t have difference from control as lipid bilayer and lipid phase in protein areas of 
membranes in yeast cells. So, after𝛾-radiation influence at 5-50Gy. Doses the similar effects were noted during the 
irradiation in the presence of wheat germ oil, the viscosity of lipid bilayer and protein-lipid membrane contacts in yeast 
cells are in norm. The obtained data testify the radio protective impact of wheat germ oil. A deeper study of the effect of 
this oil is the object of further investigations by 𝛾-radiation (60 Со).The totality of the obtained data suggests that, the 
adaptation processes at greater irradiation doses the yeast cells obviously are completed at an earlier time. 
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